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Abstract

This thesis studies several topics within the area of antennas and propagation from a signal processing perspective. However, theory and methods from electromagnetics and communications have also been used, contributing to an interdisciplinary character of the thesis. Several physical models are derived in the thesis that describes the wireless communications channel and several novel antennas. On the basis of these models, it is investigated how multiple antennas may be employed to increasing the capacity of future wireless communication systems. Furthermore, several aspects of using antenna arrays for finding the directions of arrival of electromagnetic waves, with applications in radar and acoustic sonar, are studied.

An often neglected issue when employing several antennas is that the elements affect each other through mutual coupling. By deriving expressions for the mutual coupling, the achievable direction finding performance is analyzed for this case. It is found that if the coupling is known, the effects on direction finding are small and can even increase performance in some cases. Similar results are also obtained when examining the capacity of communication systems employing multiple closely spaced antennas at both the transmitter and receiver.

To evaluate the performance of communication systems, a spatio-temporal channel model is proposed that is based on electromagnetic scattering and fundamental physics. By using a dyad notation and concepts from rough surface scattering, a compact formulation of the channel model is obtained. System models are then derived that employs multiple antennas at both the transmitter and receiver, so called Multi-Input Multi-Output (MIMO) systems. The polarization properties of the channel as well as those of the antennas are also included in the model, allowing for studies of different antenna arrangements.

Two novel antenna solutions are proposed that can be used as diversity receivers in MIMO systems or when performing high-resolution direction finding. By exciting higher order modes of biconical or microstrip antennas, several directionally dependent radiation patterns are obtained. Different patterns can also be obtained by employing parasitic elements. It is found that these antennas, the multimode and switched parasitic antenna, offer performance comparable to that of an antenna array.

Keywords: physical modeling, sensor array processing, mutual coupling, channel modeling, MIMO channels, diversity reception, channel capacity, higher order modes, switched parasitic antennas, parameter estimation.
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<thead>
<tr>
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<tbody>
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<td>AIC</td>
<td>An Information theoretic Criterion</td>
</tr>
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<tr>
<td>AWGN</td>
<td>Additive White Gaussian Noise</td>
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<td>Discrete Cosine Transform</td>
</tr>
<tr>
<td>DFT</td>
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<td>DML</td>
<td>Deterministic Maximum Likelihood</td>
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<td>DOA</td>
<td>Direction Of Arrival</td>
</tr>
<tr>
<td>DOD</td>
<td>Direction Of Departure</td>
</tr>
<tr>
<td>EM</td>
<td>ElectroMagnetic</td>
</tr>
<tr>
<td>EMF</td>
<td>Electro-Motive Force</td>
</tr>
<tr>
<td>ESPRIT</td>
<td>Estimation of Signal Parameters via Rotational Invariance Techniques</td>
</tr>
<tr>
<td>FDD</td>
<td>Frequency Division Duplex</td>
</tr>
<tr>
<td>FEM</td>
<td>Finite Element Method</td>
</tr>
<tr>
<td>FIM</td>
<td>Fisher Information Matrix</td>
</tr>
<tr>
<td>GLRT</td>
<td>Generalized Likelihood Ratio Test</td>
</tr>
<tr>
<td>GTD</td>
<td>Geometrical Theory of Diffraction</td>
</tr>
<tr>
<td>HFSS</td>
<td>High Frequency Structure Simulator</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>LAN</td>
<td>Local Area Network</td>
</tr>
<tr>
<td>LOS</td>
<td>Line Of Sight</td>
</tr>
<tr>
<td>MEA</td>
<td>MultiElement Antenna</td>
</tr>
<tr>
<td>MB</td>
<td>Multiple-Bounce</td>
</tr>
<tr>
<td>MDL</td>
<td>Minimum Description Length</td>
</tr>
<tr>
<td>MDLC</td>
<td>Extended version of MDL that uses DML and AP</td>
</tr>
<tr>
<td>MFP</td>
<td>Matched Field Processing</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multi-Input Multi-Output</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum Likelihood</td>
</tr>
<tr>
<td>MODE</td>
<td>Method Of Direction Estimation</td>
</tr>
<tr>
<td>MOM</td>
<td>Method Of Moments</td>
</tr>
<tr>
<td>MRC</td>
<td>Maximum Ratio Combining</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean Square Error</td>
</tr>
<tr>
<td>MUSIC</td>
<td>MUltiple SIgnal Classification</td>
</tr>
<tr>
<td>MVU</td>
<td>Minimum Variance Unbiased</td>
</tr>
<tr>
<td>NLOS</td>
<td>Non Line Of Sight</td>
</tr>
<tr>
<td>NSF</td>
<td>Noise Subspace Fitting</td>
</tr>
<tr>
<td>OTH</td>
<td>Over The Horizon</td>
</tr>
<tr>
<td>PAS</td>
<td>Power Azimuth Spectrum</td>
</tr>
<tr>
<td>PCC</td>
<td>Personal Computing and Communication</td>
</tr>
<tr>
<td>PE</td>
<td>Parasitic Element</td>
</tr>
<tr>
<td>PO</td>
<td>Physical Optics</td>
</tr>
<tr>
<td>RCS</td>
<td>Radar Cross Section</td>
</tr>
<tr>
<td>RMS</td>
<td>Root Mean Square</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Square Error</td>
</tr>
<tr>
<td>SB</td>
<td>Single-Bounce</td>
</tr>
<tr>
<td>SIMO</td>
<td>Single-Input Multi-Output</td>
</tr>
<tr>
<td>SISO</td>
<td>Single-Input Single-Output</td>
</tr>
<tr>
<td>SML</td>
<td>Stochastic Maximum Likelihood</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to Noise Ratio</td>
</tr>
<tr>
<td>SPA</td>
<td>Switched Parasitic Antenna</td>
</tr>
<tr>
<td>SSF</td>
<td>Signal Subspace Fitting</td>
</tr>
<tr>
<td>STC</td>
<td>Space Time Coding</td>
</tr>
<tr>
<td>STBC</td>
<td>Space Time Block Coding</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>SVD</td>
<td>Singular Value Decomposition</td>
</tr>
<tr>
<td>TE</td>
<td>Transverse Electric</td>
</tr>
<tr>
<td>TEM</td>
<td>Transverse ElectroMagnetic</td>
</tr>
<tr>
<td>TM</td>
<td>Transverse Magnetic</td>
</tr>
<tr>
<td>UE</td>
<td>User Equipment</td>
</tr>
<tr>
<td>UMTS</td>
<td>Universal Mobile Telephone System</td>
</tr>
<tr>
<td>ULA</td>
<td>Uniform Linear Array</td>
</tr>
<tr>
<td>VHF</td>
<td>Very High Frequency</td>
</tr>
<tr>
<td>VOR</td>
<td>VHF Omni-directional Radio range</td>
</tr>
<tr>
<td>VS</td>
<td>Vector Sensor</td>
</tr>
<tr>
<td>WCDMA</td>
<td>Wideband Code Division Multiple Access</td>
</tr>
<tr>
<td>WLAN</td>
<td>Wireless Local Area Network</td>
</tr>
<tr>
<td>WSF</td>
<td>Weighted Subspace Fitting</td>
</tr>
</tbody>
</table>
Notation

In this thesis the following conventions are used. Vectors are written as boldface lower-case letters. Matrices are written as boldface upper-case letters. The meaning of the following symbols are, if nothing else is explicitly stated:

\[ \mathbb{R}^m, \mathbb{C}^m \] The set of real and complex-valued \( m \)-vectors, respectively.

\( \mathcal{R}(A) \) The column space of the matrix \( A \).

\( \text{rk} (A) \) The rank of the matrix \( A \).

\( A^\dagger \) The Moore-Penrose pseudo-inverse of a \( m \times n \) matrix \( A \). If \( m \geq n \) and \( A \) is of full rank it is defined as \( A^\dagger = (A^H A)^{-1} A^H \).

\( A^H, A^*, A^T \) Complex conjugate transpose, Complex conjugate and Transpose operator, respectively.

\( A_{i,j} \) The \((i, j)^{th}\) element of \( A \).

\( A_{j,:} \) The \( j^{th} \) row of \( A \). Other submatrices of \( A \) are denoted with a similar MATLAB-like notation.

\( \text{Tr}(A) \) The trace operator.

\( \|A\|_F \) The Frobenius matrix norm \( \|A\|_F = \sqrt{\text{Tr}(AA^H)} \).

\( I_m \) The \( m \times m \) identity matrix. Subscript \( m \) is often omitted.
\( \tilde{I} \)  
The reverse permutation operator defined as
\[
\tilde{I} = \begin{bmatrix}
0 & & & 1 \\
& 1 & & \\
& & \ddots & \\
1 & & & 0
\end{bmatrix}.
\]

\( 0_m \)  
An \( m \times m \) matrix with zeros. Subscript \( m \) is often omitted.

\( 1_k \)  
A vector of zeros except for a one in the \( k^{th} \) position. The total length of the vector is given by the context.

\( \Upsilon_k \)  
A banded symmetric Toeplitz matrix with zeros everywhere except on the \( k^{th} \) and the \( -k^{th} \) subdiagonal which consists of ones
\[
\Upsilon_k = \begin{bmatrix}
0_k & 1 & 0_{n-k-1} \\
1 & \ddots & \ddots \\
& \ddots & 1 \\
0_{n-k-1} & 1 & 0_k
\end{bmatrix}.
\]

\( \text{vec}(A) \)  
The vectorization operator. Stacks the columns of \( A \) into a vector, i.e. when \( A \) has \( n \) columns:
\[
\text{vec}(A) = \begin{bmatrix}
A_{:,1} \\
\vdots \\
A_{:,n}
\end{bmatrix}.
\]

\( A > 0 \)  
The matrix \( A \) is positive definite. Furthermore, \( A \geq 0 \) means that \( A \) is positive semidefinite, and \( A - B > 0 \) means that the matrix difference \( A - B \) is positive definite.

\( A \odot B \)  
The Hadamard (or Schur) product, i.e. element-by-element multiplication.

\( A \otimes B \)  
The Kronecker product. When \( A \) is \( m \times n \) and \( B \) is \( r \times s \), then
\[
A \otimes B = \begin{bmatrix}
A_{1,1}B & A_{1,2}B & \cdots & A_{1,n}B \\
A_{2,1}B & A_{2,2}B & \cdots & A_{2,n}B \\
\vdots & \vdots & \ddots & \vdots \\
A_{m,1}B & A_{m,2}B & \cdots & A_{m,n}B
\end{bmatrix}
\]
is of dimension \( mr \times ns \).
\( A^{-T}, A^{-H} \) \( (A^{-1})^T \) and \( (A^{-1})^H \).

\( \delta_{ij} \) The Kronecker delta function.

\( \hat{\ldots} \) An estimated quantity.

\( \hat{\ldots} \) Geometrical vector, i.e. a vector of length 3. Typically, the spherical basis vectors are written as \( \vec{r}, \vec{\phi}, \) and \( \vec{\theta} \).

\( [x] \) Rounding off \( x \) to the nearest integer towards infinity.

\( \arg \min_x f(x) \) The minimizing argument of the function \( f(x) \).

\( E\{x\} \) Statistical expectation of a random vector \( x \).

\( \epsilon \) The permittivity.

\( \mu \) The permeability.

\( \eta \) The intrinsic impedance is defined as \( \eta = \sqrt{\mu/\epsilon} \). For free space the intrinsic impedance becomes \( 120\pi \Omega \approx 377 \Omega \).

\( k \) The wave number \( k = \frac{2\pi}{\lambda} = \omega\sqrt{\mu\epsilon} \), where \( \lambda \) is the wavelength.

\( \vec{k} \) The wave vector, i.e. the direction which the wave travels. Note that \( |\vec{k}| = k \).

\( \vec{\rho} \) The polarization vector.

\( \vec{E}, \vec{H} \) The instantaneous values of the electric and magnetic field.

\( \vec{E}, \vec{H} \) The complex form of the electric and magnetic field with the time harmonic variation suppressed.

\( \vec{S} \) The scattering dyad that is defined as the juxtaposition \( \vec{a}\vec{b} \) of the vectors \( \vec{a} \) and \( \vec{b} \), with no dot product or cross product between them. In matrix form this corresponds to the outer product of two vectors \( \vec{a} \) and \( \vec{b} \), i.e. \( \vec{a}\vec{b}^T \) (assuming column vectors).
Chapter 1

Introduction

This thesis deals with signal processing topics in the area of antennas and propagation. A number of problems within this diverse area are analyzed using theory and methods from signal processing but also concepts from antennas and propagation, communications and information theory. In fact, this interdisciplinary character is a major theme and contribution of the thesis, since most of the literature on the analyzed topics do not make this connection. Most of the chapters in this thesis are rather self-contained in order for the chapters to be read with some appreciation by readers with knowledge from different research fields. This introductory chapter will briefly introduce the different areas, that will be analyzed. Furthermore, a few guidelines in reading this thesis will be given together with an outline and a list of the publications by the author. A reader already familiar with the topics may skip this introductory chapter and proceed directly to the following chapters.

1.1 Background

Studying signal processing often means that a sensor of some kind is employed. For instance, in a bicycle computer, a magnetic sensor is employed to get a signal that is used to calculate the instantaneous speed, average speed, etc. In this calculation, a simple physical model, that describes how the received signal depends on the speed of the wheel, is needed. The algorithm that calculates the speed from the measured signal is then based upon this model. In this simple example, it is relatively easy to obtain a model of the measured signal.

When devising signal processing schemes for signals that are transmitted
and received via radio, the situation is considerably more complex. The signal that is transmitted will interact with the surroundings of the transmitter and receiver, i.e. the channel, and the signal that finally reaches the receiver will typically be severely distorted. Often, the signal is reflected by tall buildings, lamp posts, and other objects. The received signal will consist of many contributions from different propagation paths, i.e. multipaths. The type of antenna will greatly affect this interaction with the surroundings. Hence, when devising signal processing schemes for radio, the properties of the antenna need to be considered. Furthermore, if the transmitted signal bears some special properties, as it does in wireless communications, this should to be accounted for by the signal processing schemes. However, also signals transmitted in radar and underwater acoustics are designed to exhibit special properties that are exploited in the receiver. Therefore, wireless communications as well as radar applications are of necessity interdisciplinary, since it involves signal processing, antenna and propagation, communications and information theory.

Unfortunately, much of the research in wireless communications and radar is performed within the respective research field. By combing the knowledge of the different fields, there is a large potential of devising systems with better overall performance. For instance, most signal processing algorithms for estimating the direction to aircrafts, do not explicitly take antenna issues into account. In a sense, this thesis attempts to bridge this gap by including ideas and concepts from electromagnetics, physics, communications, and signal processing.

Several different topics are studied in this thesis. First, the impact of mutual coupling between different antennas in direction finding applications, such as radar, is studied in several chapters. Therefore, the fundamental principles of array antennas and direction finding will be introduced in this chapter. Furthermore, two novel methods for direction finding employing higher order modes of microstrip and biconical antennas will be studied. The direction finding part of the thesis ends with an interesting antenna solution for high-resolution direction finding, a switched parasitic antenna, that offers several interesting advantages compared to traditional array antennas.

The remaining part of the thesis deals with wireless communications, and in particular modeling of the wireless channel. A spatio-temporal channel model is derived based on fundamental physics and several channel properties are highlighted. A very brief background on channel modeling and wireless communications is therefore also provided in this introductory chapter. Some focus is put on the recently introduced concept of employing multiple antennas at both the transmitter and the receiver to substantially increase the data rate. Thus, some introductory material on this subject will also be
1.2 Personal Computing and Communication

The Personal Computing and Communication (PCC) program was started in 1997, within the Swedish Foundation for Strategic Research (SSF). When forming the PCC, the aim was to perform research in areas of strategic importance for Swedish industry, while encouraging co-operation between different research disciplines. The activities of the PCC may be summarized in the PCC vision *Personal multimedia communication to all at the same cost as fixed telephony today* [Mol98a, Mol98b]. PCC is a cooperation between Chalmers University of Technology (CTH), Royal Institute of Technology (KTH) and Lund Institute of Technology (LTH). Other universities participating in the program are Uppsala University, and Luleå University of Technology.

The focus of bringing together researchers from different fields, has increased the awareness for the research problems in neighboring research areas. In particular, this thesis work has benefitted from this interdisciplinary nature of PCC with interaction of researchers from electromagnetics, communications, and signal processing. The PCC program consists of several research projects, of which this thesis is part of the project *Adaptive Antennas in Wideband Radio Access Networks*. The scope of the project includes several topics in the fields of wave propagation and channel modeling, analog and digital electronics, signal processing, communication theory, and system analysis. In fact, these topics relatively well summarize the thesis which deals with many of these subjects.

1.3 Physical Modeling of Array Antennas

The use of array antennas is an important theme of this thesis. Therefore, some background material on physical modeling of antennas and array antennas in particular, will be provided in this section. These models will be used throughout the thesis, although most frequently in the direction finding applications. Hence, the presentation of this material is made with this application in mind.

Direction finding using an array of sensors is of great importance in a variety of applications, such as radar, sonar, communications, and recently...
also personal locating services. In these applications, the Direction Of Arrival (DOA) of a wave that is incident upon the array is calculated using a model for the measured voltages. Hence, obtaining an accurate model in these applications is critical. However, also when modeling the radio channel, the properties of the antenna are important. For instance, interaction of the different antenna elements and their radiation patterns greatly impacts the performance of most communication systems. Therefore, the fundamental properties of antennas are briefly reviewed in this section and a simple model based on fundamental electromagnetics is derived.

The principal function of an antenna is to convert an electromagnetic wave into an induced voltage or current that can be measured. If the antenna consists of several elements, a number of voltages or currents are measured. The physical principle that governs DOA estimation is that an incident wave will reach each antenna element at different time instants. A typical scenario is shown in Figure 1.1, where a wave is incident from the $(\theta, \phi)$ direction upon an array of two elements. Here, the wave reaches antenna $A_1$ some time before antenna $A_2$. By exploiting a model for the measured signals at each antenna element it is possible to calculate the DOA from those signals.

Consider first a special case where the wave consist of a single sinusoidal, i.e., a time-harmonic field [Bal89]. For this case, Maxwell’s equations can be written in a much simpler form, and therefore most of the antenna literature uses time-harmonic fields. Of course, any signal can be written as a sum
of sinusoidal signals, and thus any signal can be represented using time-harmonic fields. The time harmonic variation of the form $e^{j\omega t}$ is suppressed by using complex quantities and the instantaneous values can be found by taking the real part of the product of the quantity and $e^{j\omega t}$. For example, the instantaneous value of a field at point $r_p$ becomes

$$\tilde{E}(r_p) = \text{Re}[\tilde{E}(r_p)e^{j\omega t}].$$  \hspace{1cm} (1.1)$$

If the source of the incident wave is located sufficiently far away from the array, the wave front can be considered plane. This is referred to as the far-field case. The field at a point $r_p$ of a plane electromagnetic wave propagating along the $\vec{k}$ direction\footnote{The direction of the wave vector $\vec{k}$ is the direction in which the wave travels and the magnitude $k = |\vec{k}|$ corresponds to the wave number $k = \frac{2\pi}{\lambda} = \frac{\omega}{\sqrt{\mu\epsilon}}$, where $\lambda$ is the wavelength. The symbols $\epsilon$ and $\mu$ denote the dielectric constant and the permeability of the medium respectively.} can then be written as

$$\tilde{E}_{\text{wave}}(r_p) = \vec{\rho}s e^{-j\vec{k} \cdot \vec{r}_p},$$  \hspace{1cm} (1.2)$$

where $\vec{\rho}$ denotes the polarization of the incident field and $s$ the strength of the field. Note that $\vec{r}_p$ denotes the vector from the origin to the point $r_p$ and thus the phase reference point is located at the center of the coordinate system. This type of wave is usually called a uniform plane wave, i.e. the amplitude, phase, and direction of the field is the same over a plane orthogonal to the propagation direction. For more details regarding wave propagation, see [Sau99] that treats propagation mechanisms and antenna fundamentals from a wireless communications perspective.

The action of the antenna is to convert the field into a voltage or current that can be measured. How different types of antennas does this conversion is one of the fundamental topics of antenna theory. For an in-depth discussion about the properties of different antenna types, see the following classical antenna textbooks [Bal82, Col85, Ell81, Kra88, ST98]. However, most antenna textbooks focus on transmitting properties and not on receiving modes. A recent compact summary that includes receiving properties can be found in [Mey00], and in [Kil99] equivalent circuits for antennas in receive mode are presented. In the communication literature, the impact of the antenna is usually neglected, however in [Jak74] there is a brief introduction to antennas and propagation that can be useful.

An expression for the induced voltage can easily be derived using the concept of reciprocity and knowledge of the far-field radiation function of the receiving antenna $\tilde{G}(\vec{r})$, where $\vec{r}$ is the direction of radiation. Using the
results from [Mey00, Kil99], the induced voltage becomes

\[ V = c \, \vec{G}(\vec{-k}) \cdot \vec{E}_{inc}, \]  

(1.3)

where \( c \) is a scalar defined as

\[ c = -j \frac{4\pi}{k\eta I_{in}}. \]  

(1.4)

Here, \( k \) is the wave number, \( \eta \) the intrinsic impedance\(^2\) of the propagation medium, \( I_{in} \) the input current used when calculating \( \vec{G} \), and \( \vec{E}_{inc} \) the incident field. Note that here \( -\vec{k} \) denotes the direction from which the wave is incident. The expression for the induced voltage is, thus, obtained once the radiation function of the antenna is obtained. For most common antenna types, the radiation function \( \vec{G} \) (or approximations of it) can be found in antenna textbooks [Bal82, Col85, Ell81, Kra88, ST98].

By combining (1.2) and (1.3), the voltage can be written as

\[ V = c \, \vec{G}(\vec{-k}) \cdot \vec{\rho} e^{-j\vec{k} \cdot \vec{r}_p} s = H(\theta, \phi) e^{-j\vec{k} \cdot \vec{r}_p} s, \]  

(1.5)

where the directional properties of the antenna and the polarization of the incident wave are combined into the scalar \( H(\theta, \phi) \). Note that \( H(\theta, \phi) \) corresponds to the response of the antenna to a sinusoidal signal at the carrier frequency, i.e. the frequency domain version of the antenna impulse response at the carrier frequency. Remember that the above voltage is written using the complex signal representation. The instantaneous value of the induced voltage is obtained in a manner similar to (1.1) as

\[ \mathcal{V}(t) = \text{Re} \left[ sH(\theta, \phi) e^{-j\vec{k} \cdot \vec{r}_p} e^{j\omega t} \right] = |sH(\theta, \phi)| \cos (\omega t - \omega \tau + \angle sH(\theta, \phi)), \]  

(1.6)

where \( \tau = \vec{k} \cdot \vec{r}_p/\omega \) is a time delay that corresponds to the time it takes for the wave to travel from the phase reference center, i.e. the origin, to the point \( r_p \). Typically, the phase reference point is located at one antenna element and thus the time delay \( \tau \) corresponds to the time needed by the wave to propagate over the array between the current element and the reference element.

It is important to remember here that the preceding analysis was based on a single harmonic, i.e. a single frequency. In a practical application, the signal will span a band of frequencies and the field strength will be time-varying. However, if the time delays \( \tau \) are small compared to the reciprocal

\(^2\)The intrinsic impedance is defined as \( \eta = \sqrt{\mu/\epsilon} \). For free space the intrinsic impedance becomes \( 120\pi \, \Omega \approx 377 \, \Omega \).
of the bandwidth of the signal, the instantaneous value of the induced voltage can be written as

$$V(t) \approx |s(t)H(\theta, \phi)| \cos (\omega t - \omega \tau + \angle s(t)H(\theta, \phi)).$$

(1.7)

This approximation is usually called the narrowband assumption in array signal processing [KV96], and essentially means that the signal $s(t)$ does not vary over the array, i.e. $s(t) \approx s(t + \tau)$. In order to arrive at (1.7) it was also assumed that the response of the antenna element, $H(\theta, \phi)$, does not change significantly over the frequency band of interest. This is a reasonable assumption in almost all modern communication systems where the relative bandwidth usually is a fraction of a percent. Therefore, in the light of (1.7) and the narrowband assumption, it is possible to use the complex signal representation of the voltage also for the time-varying case

$$V(t) = H(\theta, \phi) e^{-j\vec{k} \cdot \vec{r}} s(t).$$

(1.8)

This complex representation greatly simplifies the analysis, and will be used throughout the thesis. A more detailed discussion on the above approximations may be found in [SM97].

When estimating the DOA using an array of $n$ antenna elements, $n$ different voltages will be measured. If these voltages are collected in a vector $x(t)$, the resulting model becomes

$$x(t) = \begin{bmatrix} x_1(t) \\ x_2(t) \\ \vdots \\ x_n(t) \end{bmatrix} = \begin{bmatrix} H_1(\theta, \phi) e^{-j\vec{k} \cdot \vec{r}_1} \\ H_2(\theta, \phi) e^{-j\vec{k} \cdot \vec{r}_2} \\ \vdots \\ H_n(\theta, \phi) e^{-j\vec{k} \cdot \vec{r}_n} \end{bmatrix} s(t) = a(\theta, \phi)s(t),$$

(1.9)

where $H_i(\theta, \phi)$ denotes the response of antenna element $i$ and $\vec{r}_i$ the location vector from the phase reference center to antenna element $i$. The $n \times 1$ vector $a(\theta, \phi)$ models the spatial response of the array due to an incident plane wave from the $(\theta, \phi)$ direction. Therefore, the vector $a(\theta, \phi)$ is usually called steering vector or array response vector in the array processing literature.

**Example Uniform Linear Array of Dipoles**

Consider a plane wave incident upon an array of 3 thin dipoles of length $l$ as illustrated in Figure 1.2. The dipoles are oriented along the $z$ axis and spaced equidistantly along the $x$ axis with a separation distance of $d$. Such an arrangement is referred to as a Uniform Linear Array
(ULA). In this case, the wave will reach the element at the origin first and after some time the other elements. The time delay for antenna element $i$, where $i = 0, 1, 2$ and 0 corresponds to the origin, is easily calculated as

$$
\tau_i = \frac{\vec{k} \cdot \vec{r}_i}{\omega} = \frac{k}{\omega} (\sin \theta (\vec{x} \cos \phi + \vec{y} \sin \phi) + \vec{z} \cos \theta) \cdot \vec{x} di = \frac{k di}{\omega} \sin \theta \cos \phi.
$$

Before the full expression for the induced voltages over the array can be obtained, the directional properties of the dipole element must be found. The far-field radiation function $\vec{G}$ of the dipole element is included in almost any antenna handbook [Bal82, Col85, Ell81, Kra88, ST98] as

$$
\vec{G} = \vec{\theta} \frac{j \eta l_m}{2 \pi \sin \left(\frac{kl}{2}\right)} \left[ \frac{\cos \left(\frac{kl}{2} \cos \theta\right) - \cos \frac{kl}{2}}{\sin \theta} \right].
$$

Now, the antenna response $H(\theta, \phi)$ can be found using (1.4) and (1.5) as

$$
H(\theta, \phi) = c \vec{G}(-\vec{k}) \cdot \vec{\rho} = \frac{\lambda}{\pi \sin \frac{kl}{2}} \left[ \frac{\cos \left(\frac{kl}{2} \cos \theta\right) - \cos \frac{kl}{2}}{\sin \theta} \right],
$$
where $\vec{\rho} = -\vec{\theta}$ as indicated in Figure 1.2. The final array model is then obtained by using (1.5) and (1.12) as

$$
x(t) = \frac{\lambda}{\pi \sin \frac{kl}{2}} \left[ \frac{\cos \left( \frac{kl}{2} \cos \theta \right) - \cos \frac{kl}{2}}{\sin \theta} \right] \begin{bmatrix} 1 \\ e^{-j\psi} \\ e^{-j2\psi} \end{bmatrix} \sin \left( k \lambda \sin \theta \cos \phi \right) s(t) = a(\theta, \phi) s(t). \tag{1.13}
$$

Note that the phase shifts $\psi = kd \sin \theta \cos \phi$ (often called electrical angle) only depend on the element positions and not on the type of antenna element. The impact of the antenna element is included in the antenna response $H(\theta, \phi)$. In this example, the elements are identical and the antenna response is simply a scalar that could be absorbed into the signal $s(t)$. If the antenna response of each element is different, it should be incorporated into the steering vector $a(\theta, \phi)$, as implied by (1.9). The steering vector for a dipole array was calculated in this example, but the steering vector for most antenna elements can be found in a similar manner by using formulas of the radiation function $\vec{G}$ from antenna textbooks. A more detailed derivation of the array response of a dipole array, that also includes the effects of mutual coupling, may be found in [Sva99b] and in Chapter 2.

\[\square\]

The derivation of the measured voltages considered only one incident wave. When several waves are incident upon the array, the superposition principle can be applied if the antenna elements and the receiver are linear. To simplify the notation in the following analysis, the waves are assumed to arrive in the x-y plane ($\theta = 90^\circ$), see Figure 2.1. The model when $p$ uniform plane waves are incident upon an array of $n$ elements can thus be written as

$$
x(t) = \sum_{l=1}^{p} a(\phi_l) s_l(t) = A(\phi) s(t), \tag{1.14}
$$

where

$$
A(\phi) = \begin{bmatrix} a(\phi_1) & a(\phi_2) & \cdots & a(\phi_p) \end{bmatrix} \tag{1.15}
$$

and

$$
s(t) = \begin{bmatrix} s_1(t) & s_2(t) & \cdots & s_p(t) \end{bmatrix}^T. \tag{1.16}
$$

Note that the vector of measured voltages, at time $t$, $x(t)$ is $n \times 1$, the steering matrix $A(\phi)$ is $n \times p$, and the signal vector $s(t)$ is $p \times 1$. The DOAs are contained in the $p \times 1$ parameter vector $\phi$. 
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In all measurement situations, noise will inevitably appear and it is typically difficult to model. Essentially, noise represents everything that do not obey the assumed model and here it is included as an additive term as

\[ x(t) = A(\phi)s(t) + n(t). \]  \hfill (1.17)

There are many sources of noise [Sko62], for example environmental noise such as cosmic noise, atmospheric absorption noise, solar noise etc. It can further be man-made noise, such as jammers and power tools etc. The receiver will also generate some noise such as thermal noise, shot noise and flicker noise. Often, receiver noise is the dominating noise source; and then additive white Gaussian noise is a good model. In this thesis, the noise is, if not stated otherwise, assumed to be both spatially and temporally white and Gaussian distributed,

\[ E\{n(t)\} = 0 \quad E\{n(t)n^H(s)\} = \sigma^2I \quad \delta_{ts} \quad E\{n(t)n^T(s)\} = 0 \quad \forall \ t, s. \]  \hfill (1.18)

The motivation for this assumption is that if there are many sources of noise, the sum will be Gaussian distributed according to the central limit theorem [Pap91]. Also, the further analysis of direction finding performance is greatly simplified by assuming white Gaussian noise. Therefore, an overwhelming part of the literature of array signal processing assumes white Gaussian noise. For other noise models, such as colored noise or noise of other distributions, see [Hay95b].

The transmitted signal is in a similar manner often assumed to be Gaussian distributed with

\[ E\{s(t)\} = 0 \quad E\{s(t)s^H(s)\} = P \delta_{ts} \quad E\{s(t)s^T(s)\} = 0 \quad \forall \ t, s. \]  \hfill (1.19)

Note that different source signals may be correlated, leading to a non-diagonal source covariance matrix \( P \). The assumption of temporally white and Gaussian signals is not critical. It is only used when deriving the maximum likelihood estimator and the Cramér-Rao lower bound. The actual performance of the methods under study is typically independent on the source distribution, but depends only on \( P \) [OVSN93], unless the distribution or the signal itself is known. For other choices of signal statistics, see [Hay95b]. A crucial assumption is, however, that the signal is uncorrelated with the noise.

Most DOA estimation schemes rely on the properties of the second order moment of the measured voltages \( x(t) \), i.e. the spatial covariance matrix. Therefore, some characteristics of the spatial covariance matrix of the measured voltages, \( x(t) \), are presented next. The latter is obtained as

\[ R = E\{x(t)x(t)^H\} = A E\{s(t)s^H(t)\} A^H + E\{n(t)n^H(t)\} = APA^H + \sigma^2I. \]  \hfill (1.20)
Note that the cross-terms vanish since the signal and the noise are assumed to be uncorrelated and the noise is zero-mean.

Many of the DOA estimation schemes presented in the literature rely on the fact that the eigendecomposition of the covariance matrix $\mathbf{R}$ can be written as a sum of two parts [KV96]. One part consisting of eigenvectors corresponding to eigenvalues equal to the noise variance, and a second part that is related to the signal

$$
\mathbf{R} = \sum_{k=1}^{n} \lambda_k \mathbf{e}_k \mathbf{e}_k^H = \mathbf{E}_s \mathbf{\Lambda}_s \mathbf{E}_s^H + \sigma^2 \mathbf{E}_n \mathbf{E}_n^H, \tag{1.21}
$$

where $\mathbf{E}_s = [\mathbf{e}_1, \ldots, \mathbf{e}_p]$ denotes the signal eigenvectors, $\mathbf{E}_n = [\mathbf{e}_{p+1}, \ldots, \mathbf{e}_n]$ denotes the noise eigenvectors, and $\mathbf{\Lambda}_s = \text{diag} [\lambda_1, \ldots, \lambda_p]$ denotes the signal eigenvalues. This decomposition, which some times is referred to as spectral factorization, and is used extensively in subspace based DOA estimation [KV96, VS01].

**Remarks**

1. The model derived here for the case of an electromagnetic wave incident upon an antenna array is closely connected to the sonar problem where an acoustic wave is incident upon a hydrophone array [Lig73, Ows85]. Applications of similar models for medical imaging can be found in [FK92] and also for chemical sensor arrays in [NPP95].

2. If the antenna is located close to the source of radiation, the wave front is spherical and the plane wave assumptions is no longer valid. However, if the spherical nature of the wave is correctly modeled, the range as well as the DOA can be estimated [SN94].

3. Only direction finding using an antenna array is considered in this introduction, but other antenna arrangements are also used. For instance, a mechanically steered antenna [Sko62] has been used in radar for a long time. Other possibilities are to employ electromagnetic vector-sensors [NP97], switched parasitic elements [SW01], or higher order electromagnetic modes [Sva00e]. Higher order modes and switched parasitic antennas are analyzed in Chapter 7 and 8 of this thesis.

4. The linear array, that only can be used to estimate either azimuth or elevation, is by far the most analyzed type of array. However, two dimensional arrays have also been analyzed. See [Hay95b, He93] and the
references therein for results on two dimensional arrays, and in particular for circular arrays that are used to estimate both the elevation and the azimuth angles.

5. The expression for the steering vector was calculated analytically in this section. In general, these expressions will not correspond to a measured response of an antenna array. Typically, differences in temperature, aging of components, changes in the electromagnetic environment of the array will change the array response. Some type of calibration, of both the antenna system as well as the receiver, is therefore usually needed. Often the response of the array is measured and stored in a lookup table. For an example of the calibration procedures of a high performance digital beamforming antenna, see [PDS97]. An important topic here is mutual coupling that will affect the performance. This is discussed in detail in Chapters 2-6.

\[\square\]

1.4 Direction Finding

The problem of estimating the Direction Of Arrival (DOA) of multiple signals arriving at an array of sensors has received considerable attention for several decades [KV96, VS01, VB88]. The underlying physical principle of all antenna array DOA algorithms is the fact that a transmitted signal will arrive at the different elements at different time instants. By exploiting the data model derived in previous section, the directions from which the signals arrive can be obtained. Traditionally, the most notable application has been source localization in radar and sonar. These applications have essentially driven the development of DOA algorithms since the first approaches of spatial filtering or beamforming. The conventional beamformer dates back to the second world-war, and is a mere application of Fourier-based spectral analysis to spatio-temporally sampled data. Later, adaptive beamformers and classical time-delay estimation techniques were applied to enhance one’s ability to resolve closely spaced signal sources [App76, Cap69, Gab80]. However, these approaches suffer from the fact that the performance directly depends upon the physical size of the array (aperture). The limitations of the beamformer started a development of other algorithms that alleviated some of these drawbacks. Inspired by the maximum likelihood principles [Kay93, MS69, Sch68], a wealth of DOA estimation schemes based on parametric modeling have appeared during the last two decades. By more fully
exploiting the underlying physical principles (model), a much higher performance than that of the beamformer was now possible.

Estimating the DOA is also of interest in wireless communications. The angular properties of the mobile communications channel impacts many parts of the system design. For instance, the angular spread of the channel essentially determines the necessary antenna spacing in diversity applications. It has further been proposed to employ antenna arrays to reduce the co-channel interference by transmitting energy only in the direction to a specific user and essentially no energy in the directions of other users. In these types of systems, estimating the DOA forms an integral part of the system. The DOA parameters may also offer a more stable characterization of the channel than a direct filter description. Furthermore, as the mobile phone becomes more ubiquitous, the interest of employing the phone for personal locating services increases. Here, the DOA can be used for obtaining the location of the mobile phone. Thus, there are many reasons for employing DOA estimation also in wireless communications.

Most of these algorithms make the assumption that the signal essentially emanates from a single point. This point source assumption significantly simplifies the estimation problem, and the data model derived in the previous section is applicable. This is a reasonable assumption in radar and macro-cellular communications, where the receiver antenna is located relatively far from the source. However, for some applications, such as micro- and pico-cell applications, the received energy can not be considered to emanate from a single direction [KRB00]. In these applications, the source is better modeled as a spread source [VS01]. Here, only the simpler case of point sources will be briefly reviewed. For more material, see [God97, He93, Hay95a, KV96, VS01] and further references therein.

### 1.4.1 Spectral-Based Techniques

As the name suggest, spectral based methods rely on calculating a spatial spectrum and finding the DOAs as the location of peaks in the spectrum. These methods were the first that were developed and are easy to apply. Probably the most widely used method of obtaining estimates of the DOAs is the beamforming method. As the name beamforming suggests, the received energy is focused to one direction (or beam) at a time. This can be expressed as

\[ y(t) = w^Hx(t), \]

where the weighting vector \( w \) can be seen as a spatial filter that emphasizes one particular direction. Given samples \( y(1), y(2), \ldots, y(N) \), the output
power is measured by

\[ P(w) = \frac{1}{N} \sum_{t=1}^{N} |y(t)|^2 = \frac{1}{N} \sum_{t=1}^{N} w^H x(t)x^H(t)w = w^H \hat{R}w, \quad (1.23) \]

where \( \hat{R} \) is obtained as

\[ \hat{R} = \frac{1}{N} \sum_{t=1}^{N} x(t)x^H(t) \quad (1.24) \]

which is an unstructured maximum likelihood estimate of the covariance matrix in (1.20). Many different choices of the weighting vector \( w \) can be made leading to different properties of the beamforming schemes [Sko62, VB88].

**Conventional Beamforming** If the weighting vector is chosen in order to maximize the received power in a certain direction \( \phi \) [VB88], as

\[ w_{BF} = \frac{a(\phi)}{\sqrt{a^H(\phi)a(\phi)}}, \quad (1.25) \]

the classical spatial spectrum is obtained

\[ P_{BF}(\phi) = \frac{a^H(\phi)\hat{R}a(\phi)}{a^H(\phi)a(\phi)}. \quad (1.26) \]

This spectrum is in array processing literature referred to as conventional (or Bartlett) beamformer, since this actually is a natural extension of the classical Fourier based spectral analysis with different window functions [Bar48, SM97]. In fact, if a Uniform Linear Array (ULA) of isotropic elements is used, the spatial spectrum in (1.26) is a spatial analog of the classical periodogram in time series analysis. Note that other types of arrays correspond to non-uniform sampling schemes in time-series analysis. As with the periodogram, the spatial spectrum has a resolution threshold. Waves arriving with electrical angle separation\(^3\) less than \( 2\pi/n \) can not be resolved with this method. For example, using a five element ULA with an element separation of \( d = \lambda/2 \) results in a resolution threshold of \( 23^\circ \). Other choices of weighting vectors \( w \), that result in lower resolution thresholds, were therefore investigated.

\(^3\)The electrical angle is defined as \( kd \cos \phi \).
**Capon’s Beamformer** One of the most popular beamforming methods that to some extent alleviates the limitations of the conventional beamformer is the Capon’s beamformer [Cap69, Lac71]. This beamformer attempts to minimize the power contributed by noise and any signals coming from other directions than the looking direction, while maintaining a fixed gain in the look direction. This type of beamformer is sometimes also referred to as Minimum Variance Distorsionless Response (MVDR) filter in acoustics literature. The Capon weighting vector is

\[ w_{CAP} = \frac{\hat{R}^{-1}a(\phi)}{a^H(\phi)\hat{R}^{-1}a(\phi)} \]  

(1.27)

and if inserted into (1.23), the MVDR spatial spectrum becomes

\[ P_{CAP}(\phi) = \frac{1}{a^H(\phi)\hat{R}^{-1}a(\phi)}. \]  

(1.28)

Although more complex than the conventional beamformer, Capon’s method offers significantly reduced resolution threshold. The lower resolution threshold (reduced spectral leakage) is achieved at the cost of reduced noise suppression capability [Cap69]. A formula for calculating the resolution threshold for the Capon’s method assuming a perfect estimate of \( \hat{R} \) is given in [Ser95], see Table 1.1 on page 17.

A large number of alternative methods for beamforming have been presented in the literature, see [VB88] for an overview. An example of an application of conventional beamforming in a mobile communication scenario can be found in [MLEP+00] where the performance gain by exploiting conventional beamforming in a GSM network is investigated.

Still the resolution threshold for beamforming methods is quite high and that was one of the motivations for the interest in the so-called subspace methods that will be described next.

**MUSIC** Subspace based methods rely on observations regarding the eigendecomposition of the covariance matrix into a signal subspace and a noise subspace, as discussed in previous subsection. One of the most popular subspace methods, MUltiple SIgnal Classification (MUSIC), was introduced in [Sch79]. The method is based on the observation in (1.21), that the noise eigenvectors are perpendicular to the steering matrix or the signal subspace. The algorithm calculates the noise subspace using an eigendecomposition of the estimated covariance matrix in (1.24). Then, the estimates of the DOAs are taken as those \( \phi \) that gives in the smallest value of \( a^H(\phi)\hat{E}_n \), i.e. the
values that result in a steering vector furthest away from the noise subspace. Usually this is formulated as finding the $p$ largest peaks in the "MUSIC spectrum"

$$P_{MU}(\phi) = \frac{1}{\mathbf{a}^H(\phi) \hat{\mathbf{E}}_n \hat{\mathbf{E}}_n^H \mathbf{a}(\phi)}.$$  \hspace{1cm} (1.29)

Note that the eigenvectors $\hat{\mathbf{E}}_n$ are easily obtained by either an eigendecomposition of the sample covariance matrix, or a Singular Value Decomposition (SVD) of the data matrix, and that numerical reliable routines for eigendecomposition and SVD are included in most software packages.

The main motivation for introducing the subspace methods was to reduce the resolution threshold of the beamforming methods. The resolution threshold of MUSIC depends in a complicated manner on several parameters such as number of samples, number of elements, and the SNR. Therefore, the formula for the resolution threshold becomes more complicated than for the beamforming methods, see Table 1.1. First, the different resolution thresholds of conventional beamforming, Capon, and MUSIC will be examined in a simulation example.

Example  Beamforming, Capon, and MUSIC

The beamforming (BF), Capon, and MUSIC spectra are shown in Figure 1.3 for the case when two waves are incident upon an ULA of 5 elements with half-wavelength spacing. The true directions are $85^\circ$ and $95^\circ$ and 100 samples of the induced voltages are taken, i.e. $N = 100$ in (1.24). Furthermore, the sources are assumed to be uncorrelated and of equal strength, i.e. $\mathbf{P} = 10^{(15/10)} \mathbf{I}$ with a noise power $\sigma^2 = 1$, resulting in an SNR of 15 dB. It is clear that the conventional beamforming method (1.26) fails to resolve the sources, since the angular separation in this example ($10^\circ$) is less then the resolution threshold of conventional beamforming ($23^\circ$). Capon’s method just barely resolves the sources while the MUSIC method results in two well defined peaks at the true DOAs.

Resolution Threshold  A critical property of the spectral-based methods is the ability to resolve closely spaced sources. For the conventional beamforming method a relatively simple expression for the minimum separation in electrical angle can easily be obtained as $\Delta = \frac{2\pi}{n}$. A slightly more complicated expression for the Capon’s beamformer can be obtained for the lim-
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Figure 1.3: Normalized spectra of MUSIC (solid), Capon (dashed), and beamforming (dash-dotted) methods versus DOA. The true DOAs are indicated by dotted vertical lines. An ULA of 5 elements with half-wavelength spacing is used when $N = 100$ samples of the induced voltages are taken at an SNR of 15 dB.

For a perfect covariance estimate and uncorrelated sources [Ser95], see Table 1.1. For correlated sources, see [Ser95]. Note that the resolution threshold of Capon’s beamformer decreases with increased SNR ($\xi$), while the conventional beamformer is independent of the power. The resolution limit for the MUSIC method is more complex [KB86], and depends on the number of samples as well as SNR $\xi$ and number of elements $n$. For more detailed descriptions on the assumptions on the resolution limits of Capon and MUSIC, see [KB86, Ser95].

<table>
<thead>
<tr>
<th>BF</th>
<th>Capon</th>
<th>MUSIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta = \frac{2\pi}{n}$</td>
<td>$\Delta = 8.71 \left[ \frac{1}{n^2\xi^2} \right]^\frac{1}{2}$</td>
<td>$\Delta = \left{ \Delta : \frac{2880(n-2)}{Nn^4\Delta^2} \left[ 1 + \sqrt{1 + \frac{Nn^2\Delta^2}{60(n-1)}} \right] = \xi \right}$</td>
</tr>
</tbody>
</table>

Table 1.1: Resolution thresholds for beamforming (BF), Capon, and MUSIC methods. Here, $n$ denotes the number of antennas, $\xi$ the SNR, and $N$ the number of snapshots.

Example Resolution Thresholds of BF, Capon, and MUSIC

The resolution threshold of the beamforming (BF), the Capon, and the MUSIC methods are shown in Figure 1.4 for the case when two
waves are incident upon an ULA with 3 to 12 elements with half-wavelength spacing. The waves are assumed to arrive symmetrically about the array normal and 100 samples of the induced voltages are taken, i.e. \( N = 100 \) in (1.24). Furthermore, the sources are assumed to be uncorrelated and of equal strength, i.e. \( \mathbf{P} = 10^{(15/10)} \mathbf{I} \) with a noise power \( \sigma^2 = 1 \) resulting in a SNR=15 dB. It is clear that the conventional beamforming experiences the highest resolution threshold. The Capon’s method has a lower resolution threshold and the MUSIC method a much lower threshold. Note that if the SNR is increased, the threshold of MUSIC and Capon will drop further while the beamforming method will not be affected. In the case of MUSIC, the threshold will also drop if more samples are taken.

Figure 1.4: The resolution thresholds of MUSIC (solid), Capon (dashed), and beamforming (dash-dotted) methods versus the number of half-wavelength spaced antenna elements when 100 samples are taken at a SNR of 15 dB.

The high resolution of MUSIC appears to make it the preferred method over beamforming and Capon at all times. Unfortunately, also the MUSIC method suffers from a few drawbacks that prevents it’s application to certain problems. A problem in practical applications is that it is assumed that the number of sources is known in order to separate the eigenvectors into noise eigenvectors and signal eigenvectors. Furthermore, if the signals are
correlated the covariance matrix will not be full rank and the separation into signal and noise subspace becomes difficult. One typical example of correlated signals is in a multipath scenario, where several replicas of the signal arrive through different paths. These drawbacks were the prime motivation of introducing the parametric approaches that will be examined in the next section.

### 1.4.2 Parametric Methods

While the spectral-based methods presented in the previous section are computationally attractive and simple to apply, they do not always yield a sufficient accuracy. This is in particular the case for scenarios with highly correlated signals. An alternative is to employ so-called parametric array processing methods, that directly estimate the DOAs without first calculating a spectrum. These algorithms yield a higher performance in terms of accuracy and resolution by exploiting the underlying data model to a larger extent. The cost for this performance increase is a higher complexity and more computations, since typically a multi-dimensional search for the parameters are needed.

A new performance measure is now required since the DOA estimates are obtained without computing a spectrum, thus making beamwidth and resolution threshold less important. Instead two statistical properties of the DOA estimates are usually employed as performance measure.

- **Consistency**: An estimate is consistent if it converges to the true value when the number of data (or SNR) tends to infinity.

- **Statistical Efficiency**: An estimator is statistically efficient if it asymptotically attains the Cramér-Rao Bound (CRB), which is a lower bound on the covariance matrix of any unbiased estimator (see [Kay93]).

Of these, the statistical efficiency is the most important since almost all of the methods presented here are consistent. Formulae for calculating the lower bound (CRB) may be found in many textbooks on statistical signal processing.

Essentially all parametric DOA estimation methods may be formulated as

$$\phi = \arg \min_{\phi} V(\phi, X), \quad (1.30)$$

where $X = [x(t_1), x(t_2), \ldots, x(t_N)]$, $N$ denotes the number of samples, and the DOA estimates are taken as the minimizing arguments of the criterion function $V$. Many different functions have been proposed in the literature.
with different properties. The perhaps most well known and frequently used method is the Maximum Likelihood (ML) method. That method fits the above description and will be discussed in Chapter 3 in the context of mutual coupling. Several other parametric DOA estimation methods are discussed in Chapters 3-6 in the context of both known and unknown mutual coupling. A version of the ML method for an antenna employing higher order modes is also outlined in Chapter 7. For more material on parametric DOA estimation, see [God97, He93, Hay95a, KV96, VS01, VB88].

1.5 Modeling of the Wireless Communication Channel

An accurate knowledge of the mobile communications channel is of greatest importance when designing radio systems. The performance of a detector or receiver is highly dependent on the characteristics of the radio channel. If an accurate model of the channel is available, it is possible to design receiver algorithms that achieve a high performance by exploiting the properties of the channel. Thus, to accurately model the radio channel is an important problem that affects the performance of wireless communication systems. This thesis mainly deals with cellular mobile communication systems for which the term wireless communication systems also will be used.

Unfortunately, the propagation situation in a practical wireless communication channel is very complex. The signal that is transmitted from the mobile phone will reach the base station antenna through many different paths. At the base station antenna it will appear as if energy is arriving over an angular sector rather than from a distinct direction. Therefore, the model in the previous section that assumed a plane wave incident from a distinct direction needs to be modified. Numerous textbooks on radio channel characteristics have been written with applications in cellular networks [Ber00, Bla00, Par92].

Consider the propagation scenario in Figure 1.5, that contains a mobile antenna and a base station antenna as well as numerous scattering objects. Several local scattering objects (houses) are located in the vicinity of the mobile, and a large scattering object (large building) is located further away. The transmitted field from the mobile will experience electromagnetic scattering, reflection, refraction, and diffraction before it reaches the base station antenna where a voltage finally is induced. For an introduction to scattering and wave propagation, see [Bal89, Sau99] and the references therein.

By exploiting fundamental physical principles, it is possible to arrive at
a detailed channel model that includes most of the propagation phenomena encountered in practice. In fact, due to the recent developments in computational power, it is possible to approximately solve Maxwell’s equations for the propagation scenario at hand. Through massive calculations, the channel impulse response of a practical scenario can be found if the geometry and electrical properties of the scenario are specified. Probably the most popular solution is based on a concept called ray-tracing, where the propagating field is viewed as a ray. Although computationally intensive, accurate results can be obtained [CPdAG98, DKW97, SI94]. These ray-tracing schemes can in some cases replace measurement campaigns by using them to simulate data if an accurate database of the scenario is available. However, for the purpose of evaluating different receiver designs, these models are way too complex to be useful. Instead, the primary use of ray-tracing schemes may be found in cell-planning tools.

Ray-tracing models have mainly been designed and used within the area of electromagnetics. In the signal processing and communications areas, much simpler models have been used. These models typically make an assumption regarding the statistical distribution of some properties of the channel. Often, very little physical knowledge is incorporated into these models. However, with the advent of antenna array techniques, a need for modeling the spatial dimension arose.

At the time antenna arrays were introduced, the base station was typically serving a large area (macrocellular application). Hence, the base station was placed rather high (elevated base station) on a mast, with negligible influence
of local scatterers. The mobile, which often was located relatively far from the base, was on the other hand surrounded by local scatterers. For these types of scenarios, a common model, is the so-called local scattering model [Ast99, Zet97]. It is assumed that the transmitted signal is reflected by many scattering elements in the close vicinity of the mobile, see Figure 1.6. The direction to the center of the local cluster of scatterers around the mobile is typically referred to as the nominal DOA $\phi_0$. At the mobile, however, the received signal appear as if coming from all directions. Typically, it is assumed that the time-delays of the different paths within the cluster can be modeled as a phase-shifts, i.e., a narrowband assumption is made. If, in each path, this phase-shift is incorporated into the complex amplitude $\rho$, the channel model can be written as

$$x(t) = v s(t) + n(t) , \quad t = 1, \ldots, N.$$  \hspace{1cm} (1.31)

As before, $s(t)$ is the signal waveform and $n(t)$ is the noise vector. The vector $v$ is termed the *spatial signature*, and using the above assumptions it can be written as

$$v = \sum_{l=1}^{p} \rho_l a(\phi_l) ,$$  \hspace{1cm} (1.32)

where $\rho_l$ is a complex amplitude and $\phi_l$ is the DOA of the $l$th signal path from the cluster. The number of paths in the cluster is denoted $p$. In case
of no multipath or negligible DOA spread, the model applies with $p = 1$ and essentially reduces to the expressions in Section 1.3.

With the above framework, the spatial dimension is included in the model. Hence, a number of different systems can be studied. For instance, studies of systems employing interference suppression via beamforming and other techniques have been performed [Lin00, Pel99, Ran99]. The impact of different receiver designs that employ array antennas has been studied in numerous publications during the last decade. Also, the success of cellular communication systems has resulted in a vast literature on radio channel modeling. Most of the literature on spatial signal processing employs the model of (1.31) or similar models. See [Ert98] for an excellent overview of spatial models in signal processing. The interested reader is referred to the following textbooks [Jak74, Lee89, Par92, Pro95, Sau99, Ste92] and further references therein. See also the following tutorials and overviews [ARY95, FL96, Has93] for further information.

The above model was essentially developed for a narrowband, single-polarized, macrocellular mobile communications scenarios. However, due to the enormous success of mobile communications, the focus has shifted from narrowband to broadband, single-polarization to multiple-polarization, and from large cells to pico-cells and indoor networks. Hence, a number of conditions have changed, and new properties and parameters of the channel need to be modeled. In particular, the recent proposal of using multiple antennas, i.e., arrays at both the transmitter and receiver, requires another type of channel model. Impressive data rates have been demonstrated using these Multi-Input Multi-Output (MIMO) systems [FG98, LP00, WFGV98]. Furthermore, it was recently found that exploiting all six possible Electromagnetic (EM) polarizations, i.e., the three components of the electric field and the magnetic field respectively [AMd01], might provide six uncorrelated transmission paths. Consequently, modeling the EM polarization properties of the MIMO channel is an important topic.

An interesting way of accurately modeling all these different properties is to base a channel model on fundamental physics, thereby including most of these properties. A general model that accounts for many of the physical properties encountered in practice, will be derived in this thesis (Chapter 9), by exploiting EM theory. The aim is to bridge the gap between the complicated wave propagation environment of radio signals and the idealized models previously used. This type of model is straightforwardly extended to modeling MIMO systems, which is the topic of Chapters 9-12.

The channel model is derived using fundamental results from EM scattering. A channel scenario is defined by a number of scattering objects positioned to resemble different channel environments, such as micro-cells or
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室内场景。这些散射体的位置和性质可能是随机、确定性或半确定性。一旦确定了所有物体的特性，接收天线处的场就可以通过波传播结果获得。每个散射器上的入射场是由发射天线的辐射模式计算的，然后由于散射，入射场通过接收天线，散射过程被计算。

散射过程包括幅度和极化特性，使用散射矩阵$\mathbf{S}$，该矩阵将散射场与入射场相关联为

$$\mathbf{E}_s = \mathbf{S} \cdot \mathbf{E}_i.$$  (1.33)

通过使用散射矩阵表示，可以对信道进行紧凑描述。散射矩阵在电磁学中经常使用，但在信号处理模型中很少应用。散射矩阵的一个相对较简单的表达式可以通过利用粗糙表面散射和斜入射散射的理论来获得。在这里，宽度、极化和散射器的大小等特性被使用相对较少的参数表示。图1.7中显示了一个可以使用散射矩阵表示的散射情况。在这种情况下，一个平面波被斜入射的介质板散射。这里，$\vec{k}_i$和$\vec{k}_s$分别表示入射波矢和散射波矢，而$x, y, z$分别表示矩形坐标系中的轴。在该图中，散射角的宽度是明显的。

将该散射矩阵表示与上述信道场景相结合，可以得到一个包括许多物理机制的信道模型。详细的推导和

Figure 1.7: Scattering from a dielectric plate with oblique incidence.
discussion on physical channel modeling is given in Chapter 9. The channel model derived therein, is used in various forms in the following chapters to study different aspects of communication systems. In particular, the focus of these comparisons is on the border between antennas and signal processing.

The fundamental function of a channel model in signal processing and communications is to relate the transmitted signal to the received version of it. If a baseband signal \( s(t) \) is transmitted, the received signal \( x(t) \) can be expressed as the convolution of the channel impulse response \( h(\tau, t) \) and \( s(t) \) as

\[
x(t) = \int_{-\infty}^{\infty} h(\tau, t)s(t - \tau)d\tau + n(t).
\]  

(1.34)

Here, the impulse response \( h(\tau, t) \) is a function of both the delay \( \tau \), but is also a function of the time \( t \) that accounts for the time evolution of the impulse response. One example of time evolution effects is the Doppler shift that occurs due to movement of either the mobile, the base station, or the scatterer. Furthermore, an additive noise \( n(t) \) is incorporated in (1.34). This is the by far most common assumption regarding noise. However, many other assumptions can of course be made, see [Jak74, Pro95, Sau99].

The above expression for a single transmit and receive antenna is straightforwardly extended to the case of multiple antennas. For a communication link with \( n_r \) receive antennas and \( n_t \) transmit antennas, the channel can be described by a \( n_r \times n_t \) matrix \( H(\tau, t) \) of complex baseband impulse responses. Here, the element \( H_{ij}(\tau, t) \) denotes the impulse response from transmit antenna \( j \) to receive element \( i \). Hence, \( n_r n_t \) impulse responses are needed to characterize this type of MultiElement Antenna (MEA) or Multi-Input Multi-Output (MIMO) channel. In this case, the \( n_r \times 1 \) vector of received signals \( \mathbf{x}(t) \) becomes

\[
\mathbf{x}(t) = \int_{-\infty}^{\infty} H(\tau, t)s(t - \tau)d\tau + \mathbf{n}(t),
\]  

(1.35)

where \( s(t) \) denotes the \( n_t \times 1 \) vector of transmitted signals and \( \mathbf{n}(t) \) is the noise vector of the same length. Here, it should be stressed that a continuous representation of the signals and impulse responses have been used. This appears natural when deriving the channel model from physics and electromagnetics. However, most of present and most likely also future wireless communication systems employ digital signal processing to a large extent. When devising receiver structures and detector algorithms for these systems, a discrete time representation is needed. If the received signal is sampled as \( \mathbf{x}(n) = \mathbf{x}(nT) \), where \( T \) denotes the sampling period, the following relation
can be used
\[ x(n) = \sum_{k=-\infty}^{\infty} H(k,n)s(n-k) + n(n). \tag{1.36} \]

Note that the channel \( H \) in (1.36) differs from the \( H \) in (1.35) and that the sampled versions of the transmitted signal and the noise are denoted \( s(n) \) and \( n(n) \). Although this formulation results in some abuse of notation, it is the normal notation used in most textbooks. For narrowband systems, where the main part of the received energy arrives at essentially the same time, the model may be further simplified to
\[ x(n) = H(n)s(n) + n(n). \tag{1.37} \]

Here, the channel model reduces to complex matrices comprising complex scalars, that relate the received signals of each element to the corresponding transmitted signal from each antenna. Note that these narrowband channels are often called frequency-flat channels, since the frequency response of a channel, where the main part of the energy is received at one time instant, is approximately constant. Correspondingly, channels where the energy arrives at different time instants (as in (1.36)) are often referred to as frequency-selective channels. Both types of channels will be modeled and studied in this thesis. If the channel further is assumed to be time-invariant, the time dependency of the channel may be dropped, i.e. \( H \). Thus, leaving only a single matrix to characterize the channel. This representation is often used in Space Time Coding applications [NSC00].

It is important to stress that the explicit meaning of impulse response and the transmit and receive signals critically depend on the system that is modeled. In many systems, matched filtering is employed. In that case, the received signal \( x(n) \) is sampled after being filtered with a filter matched to the transmitted signal waveform. When modeling these systems, the pulse shaping filters of the communication system are often incorporated into the channel via a convolution of the “true physical” channel with the pulse shape of the system. Here, the filters of the transmitting and receiving equipment should also be accounted for. Hence, the signals \( x(n) \) and \( s(n) \) then denote the received and transmitted “symbols”. However, the specific meaning needs to be determined for each system. For example, in many systems oversampling is used. Also, many present and future systems, such as WCDMA and CDMA2000, employ spectrum spreading. The sequence of information symbols are multiplied by a spreading sequence that changes values many times over the symbol interval. The elements of this spreading sequence are often called chips. The resulting signal has a wider bandwidth, hence the term spreading. By exploiting the properties of the spreading sequence,
different users can be separated while occupying the same frequency at the same time. For these systems, the signals are sampled at this higher rate (chip-rate), or even higher if oversampling is employed. Hence, the actual meaning of transmitted and received signal will depend on the system that is analyzed. In this thesis, the underlying physical modeling is the main objective. Therefore, the models derived herein need to be extended to incorporate properties specific to individual systems such as pulse-shaping function and oversampling.

1.6 Diversity and Channel Capacity

In order to assess the validity of a channel model, it is necessary to compute some properties of the obtained channel that can be compared to measurements or other models. Obviously, the preferred way is to perform extensive measurement campaigns in environments that resemble the model scenarios in order to address the quality of the model. Unfortunately, when writing this thesis, no extensive measurement data was available. However, some measurements were performed shortly before writing this thesis, and some preliminary ideas of how these may be used to improve the models are given in Chapter 13 as suggestions of future work. Instead of measurements, a number of overall performance measures were used to relate the output of the models to results obtained when employing real systems. Two different types of performance measures have been studied; diversity gain in different scenarios and calculation of the channel capacity under different conditions. These performance measures have also been used when evaluating two novel antenna solutions, namely multimode and parasitic antennas, in Chapters 10 and 11. The main ideas of diversity and capacity will therefore, be briefly reviewed in this section.

There are a number of characteristics of the wireless channel that makes it much more difficult to communicate over, compared to wired communication systems. Perhaps the most important difficulty, at least from a radio interface perspective, is the fading of the signal strength. The signal that is received will typically be the superposition of many propagation paths. These signals will sometimes add constructively and sometimes destructively, hence creating a rapid fluctuation of the signal strength. An example of a fading signal is shown in Figure 1.8, where a y oriented dipole is used and the signal is normalized such that its maximum is of unit magnitude. Here, the rapid changes are clearly visible and that the signal power may drop 20dB in some fades. This envelope was calculated using the channel model derived in Chapter 9, where also other effects such as shadowing and other channel
characteristics are included. The rate of change depends on the speed of the mobile or other objects in the surroundings. This type of effects are often called Doppler effects and will be described in more detail in Chapter 9. An example of an everyday situation that illustrates the Doppler effect is the siren mounted on emergency vehicles and police cars. As the angle towards the siren changes, so does the appeared frequency. In wireless communications, there are many objects (or sirens) that contribute to the received signal. Hence, a very complex situation arises as seen in Figure 1.8.

Many different schemes of mitigating these severe drops of signal power have been designed throughout the history of wireless transmission and communications. One of the most important techniques for mitigating the fading of the channel is diversity combining. The main idea is to obtain several independent copies of the received signal, for example by using multiple antennas, that are combined in order to increase the received average power. An important property for the combining to be successful is that while one of the signals are exhibiting a deep fade, the others should not. Hence, the different branches should experience low mutual correlation in order for successful mitigating of deep fading dips. However, the received signals should also be of comparable average strengths for the combining to be effective. An example of diversity combining is shown in Figure 1.9, where a combination technique called Maximum Ratio Combining (MRC) [Jak74, Pro95, Ste92] is used. That technique is optimum in the sense that the received Signal to
Noise Ratio (SNR) is maximized. Two dipoles are used, one \( z \) oriented and one \( y \) oriented, and the scenario is the same as in Figure 1.8. By employing diversity combining, many of the deep fades may be avoided. Hence, the performance of a communication system may be significantly improved. This is particularly important when a high performance is required, since then almost all the transmission errors will occur in the fades.

Many different ways of obtaining different branches or copies of the signal of interest have been proposed.

- **Space diversity**: Two or more antennas, that are separated in space, are used to yield uncorrelated versions of the received signal.

- **Time diversity**: By transmitting the same signal multiple times, several different versions of the channel are encountered.

- **Frequency diversity**: Transmitting the signal over different frequencies that fade independently also provides diversity.

- **Pattern diversity**: Receiving the signal with different radiation patterns is also a mean of obtaining different diversity branches.

- **Polarization diversity**: Several versions of the signal may also be obtained by employing antennas of different polarization.
Often, polarization and pattern diversity are considered to be a kind of space diversity, since all three depend on the spatial characteristics of the channel. Space diversity as well as polarization and pattern diversity will be examined in some detail in this thesis. In particular, the correlation between the different branches are studied since this will essentially (together with the magnitude of the branches) determine the potential gain in using diversity combining. The correlation between the received signal levels of spatially separated antennas will be studied in Chapter 9, as a mean of evaluating the properties of the channel model derived therein. Two novel diversity antennas are studied in Chapter 10 and 11, where the correlation properties are investigated.

Traditionally, only receive diversity has been implemented in mobile communications. Mostly, space diversity in the form of spatially separated antenna elements at the base station has been employed. Recently, the increased demand of high data rates and spectrum efficient communications, has raised an interest in employing also transmit diversity. Significant performance gains are possible by employing space diversity also in the transmit mode. By combining antenna signal processing with coding concepts from communication theory, i.e. Space Time Coding (STC), excellent performance may be obtained [NSC00]. During the last decade, an intense activity in the area of STC has lead to numerous publications. In fact, some of the STC ideas have already found their way to some of the current third-generation wireless system standards.

In this thesis, the performance improvements of using multiple antennas at both the transmitter and receiver, will be examined. Recently, it has been pointed out by a number of researchers that high data rates may be possible by employing these MIMO systems. For example, in [SOK00] data rates at 300Mbits/s, for a HiperLAN/2 type of systems, were discussed when employing three transmit and receive elements. Those discussions were based on measurements. However, most of the analysis of MIMO systems have been performed using rather idealistic channel models and conditions. In this thesis, the performance of these systems will be examined using a physically based channel model. However, instead of examining the performance of a specific STC scheme, an upper bound on the achievable data rate, i.e. the channel capacity $C$, is considered. The Shannon channel capacity is a measure of the maximum possible rate, that can be transported over a channel, with arbitrarily low Bit Error Rate (BER) probability. It can be achieved by coding of infinite delay. The seminal capacity formula due to Shannon [Sha48] has been extended to the case of multiple transmit and receive antennas by several researchers. In [FG98], a measure of the capacity for a quasi-static random channel has been derived. A more general framework
on capacity is presented in [Tel95], where capacity measures are derived for channels with and without fading. Here, the formulation for a quasi-static MIMO channel $H$ [FG98] will be used

$$C = \log_2 \det \left( I + \frac{\xi}{N} H H^H \right) \text{bits/s/Hz},$$

(1.38)

where $\xi/N$ denotes the SNR at each receive antenna. Note that the channel matrix $H$ is $M \times N$, where $M, N$ denotes the number of antenna elements at the receiver and transmitter, respectively. Furthermore, the element $H_{ij}$ represents the complex path gain from transmitter $j$ to receiver $i$. It should be stressed that the above capacity formulation differs from the definition of Shannon. Here, the capacity is a random value that can be seen as an “instantaneous capacity”. No matter what small desired rate, there is a non-zero probability that the channel realization is incapable of supporting it, no matter the code length. On the other hand, one can talk about a tradeoff between the outage probability, namely the probability of not receiving a desired rate. Hence, the capacity results are often presented in the form of a Complementary Cumulative Distribution Function (CCDF), or as the capacity for a certain probability of outage.

The channel capacity will be used to illustrate the properties of the channel model that is derived in Chapter 9. Furthermore, the capacity of two novel antenna solutions, the multimode and parasitic antennas, are examined in Chapter 10 and 11. The performance of a relatively simple STC scheme employing block-codes in the context of parasitic antennas is also examined in Chapter 11. Finally, the subject of mutual coupling is revisited in Chapter 12, where the impact of coupling upon the channel capacity is investigated. This ends the introductory material on antennas and propagation in radar and mobile communication applications. Next, the content of the different chapters will be briefly outlined.

1.7 Outline

The purpose of this section is to provide a chapter-wise description of the thesis, as well as providing an overview of the main contributions. It should also be mentioned that most parts of the thesis are modified versions of submitted journal manuscripts, a book chapter, technical reports, and conference papers. Often, only minor editing has been done. Therefore, with the exception of Chapters 2-6, the chapters are self-contained and can be read in any order.
Chapter 2

Estimating the DOA of a wave incident upon an array in the presence of a known coupling is considered. By using basic electromagnetic concepts, the mutual coupling in an array of dipoles is calculated. The direction finding accuracy in the presence of a known coupling is then investigated by calculating a lower bound on the variance of the estimated angles, the Cramér-Rao lower Bound. It is found that a known coupling does not significantly affect the performance. Parts of this chapter have appeared in [SV97, Sva98b].

Chapter 3

Methods for estimating the DOAs in the presence of a known coupling are discussed in this chapter. Many DOA algorithms, derived for the hypothetical coupling free case, can be extended to include a known mutual coupling. By first reviewing the published methods that do include a known coupling and then introducing several extensions of other DOA algorithms, the field of sensor array processing is introduced. The problem of detecting the number of incident waves is also briefly discussed. Modified versions of this chapter have been published in [Sva98a, SV98].

Chapter 4

Usually the mutual coupling can be obtained using calibration measurements, but in some cases, obtaining the coupling might not be possible. For instance, the environment might be changing too quickly to allow for calibration measurements. If the coupling is left uncompensated, it will drastically reduce the possibilities of performing direction finding. One way of mitigating these effects is to estimate the coupling along with the DOAs using signal processing methods. However, the electromagnetic coupling model derived in Chapter 2 generally contains too many parameters to be estimated.

In Chapter 4, a parameterization of the coupling with a feasible number of parameters, unlike a direct parameterization of the coupling matrix, is derived. Furthermore, the question of uniqueness of the parameter estimates is discussed. Also, a necessary condition for uniqueness is derived, that gives a limit on the number of coupling parameters that can be uniquely estimated. The main ideas of this chapter have also appeared in [Sva99d, Sva99e].
Chapter 5

The parameterization of the coupling is in this chapter used to estimate both an unknown coupling and DOAs. A ML method is derived. Based on the ML expressions, the Cramér-Rao lower Bound (CRB), for this model, is also derived. Then, several estimation methods are proposed along with a review of a previously published method. The properties of the different estimation methods are examined in a few computer experiments. The estimation methods derived in this section, have been published in [Sva99c, Sva00f].

Chapter 6

The impact of the model errors, introduced by using the reduced model to estimate the coupling, is examined in this chapter. The effects are studied using data generated using the full electromagnetic model and estimated with the reduced model derived in Chapter 4, using the estimation methods derived in Chapter 5. The effects of an unknown coupling on the estimation of the signal in the presence of a jammer is also examined. The results of this chapter have appeared in [Sva99a, SV99]. This chapter ends the study of mutual coupling effects on direction finding. With only minor changes, the Chapters 2-6 have previously been included in the author’s Licentiate Thesis [Sva99b]. A heavily edited version of this material has also been submitted to IEEE Trans. on Antennas and Propagation [Sva00g].

Chapter 7

Direction finding by exploiting higher order modes of a modified biconical antenna is the topic of this chapter. The DOA of an incident wave is estimated by using the fact that the different modes have different directional properties. Since only one antenna element is used, the spatial requirements of an array of elements is avoided as well as the issue of mutual coupling between antenna elements. The direction finding performance is examined by calculating the CRB and the ML estimator for several different cases. It is found that the multimode antenna offers direction finding performance comparable to the traditional antenna array using only a single antenna element. This chapter is essentially based upon material previously published in [Sva00c]. An edited shorter version has also been submitted to IEEE Signal Processing Letters [Sva01d].
Chapter 8

In this chapter, the idea of exploiting the directional radiation patterns of an Switched Parasitic Antenna (SPA) for direction finding, is studied. By employing passive elements (parasites), which can be shorted to ground using pin diodes, directional radiation patterns can be obtained. The direction finding performance of the SPA is examined by calculating a lower bound on the direction finding accuracy, the CRB. It is found that the SPA offers a compact implementation with high-resolution direction finding performance using only a single radio receiver. Thus, exploiting SPAs for direction finding is an interesting alternative to traditional antenna arrays, offering compact and low-cost antenna implementations. This chapter will appear with minor changes in [SW01].

Chapter 9

A general framework for physical spatio-temporal channel modeling is derived in this chapter. Based on this framework, models for single antenna systems as well as Multi-Input Multi-Output (MIMO) models for multi-element antenna systems, are derived. The model is based on results from Electromagnetic (EM) scattering and wave propagation, thereby including many of the channel characteristics encountered in practice. A general description that captures the most important scattering properties of arbitrary objects is derived in a compact dyad formulation, by using results from rough surface scattering. The polarization properties of the channel and the antennas are thus included in the model, which allows for studies of the impact of different antenna arrangements and polarizations. Several channel environments are simulated, and properties such as spatial correlation, channel capacity, and time evolution of the channel are calculated. The proposed physical channel model is also suitable for other interesting application areas, such as long-range prediction of fading signals, feedback based transmit diversity schemes, and wideband MIMO systems where the temporal properties are important. This chapter represents only minor changes of [Sva01e]. A much shorter version comprising the main ideas of the chapter has been submitted to IEEE Journal on Selected Areas in Communications [Sva01b]. Parts of the results have also been published in the following conference proceedings [Sva00a, Sva00b, SV01]. A paper regarding multi-polarized MIMO systems that to some extent rely on results presented in this chapter has also been submitted to IEEE Vehicular Technology Conference Fall 2001 [Sva01a].
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Chapter 10

Here, a novel way of exploiting higher modes of antennas as diversity branches in MIMO systems, is examined. Essentially, antennas employing multiple modes offer characteristics similar to an antenna array, through multiple modes and using only a single element. Analytical expressions for the correlation between different modes in a realistic environment is presented for a biconical and a circular microstrip antenna that employs higher order modes. It is found that the correlation is low enough to yield a diversity gain. Furthermore, the channel capacity of a MIMO system using a multimode antenna, i.e. an antenna employing multiple modes, is found to be comparable to the capacity of an array. This chapter has, with minor changes, been submitted to IEEE Trans. on Vehicular Technology [Sva01c]. The chapter has also resulted in the following conference papers [Sva00d, Sva00h, Sva00c].

Chapter 11

The potential of using the switched parasitic antenna (SPA) as a novel diversity technique in a MIMO systems, is investigated in this chapter. It is shown that the correlation between the received signal modes is sufficiently low to yield a diversity gain. The capacity limit using the SPA is investigated for different SPA configurations and it is found that the capacity is comparable with an array antenna configuration in certain situations. Finally, a space time block coding scheme is used to evaluate the bit error rate of a MIMO-SPA system. It is found that the SPA requires a slightly higher SNR than an antenna array solution to yield the same performance. However, the array antenna requires a radio transceiver for each antenna, as opposed to the SPA which uses only one transceiver. An slightly modified version of the chapter has been submitted to The 12th IEEE International Symposium on Personal, Indoor and Mobile Radio Communication (PIMRC) [WS01].

Chapter 12

This chapter studies the capacity of multiple element antenna systems, with an emphasis on the effect that mutual coupling between the antenna elements has on the capacity. The results presented shows, contrary to some earlier claims, that correlation between different channel coefficients as a function of antenna spacing, can in fact decrease when the mutual coupling effect is accounted for. As a consequence, capacity also improves. An edited version of this chapter will be appear in [SR01].
Finally, the thesis is concluded in Chapter 13 by commenting on the results derived and some proposals for future work are presented.

## 1.8 Contributions

Below, the publications by the author, including some publications not covered by this thesis, are listed.

### List of Publications

1.8. CONTRIBUTIONS


Coupling Effects on Direction Finding Accuracy

Estimating the DOA of a wave incident upon an array in the presence of a known coupling is considered. By using basic electromagnetic concepts, the mutual coupling in an array of dipoles is calculated. The direction finding accuracy in the presence of a known coupling is then investigated by calculating a lower bound on the variance of the estimated angles, the Cramér-Rao lower Bound. It is found that a known coupling does not significantly affect the performance.

2.1 Introduction

In the last decades, the area of sensor array processing has attracted considerable interest in the signal processing community [Hay95a, KV96]. The focus of this work has been on high resolution DOA estimation algorithms for detection and identification of aircrafts using radar systems. These algorithms can also be used in sonar applications where underwater arrays of acoustical sensors are used to locate and identify other vessels. However, in recent years the rapid development in the communication field has inspired some work on DOA estimation when using antenna arrays at base stations.

The key to obtaining high resolution in the DOA estimates is to use a parameterized model of the array measurements. The quality of the estimates then depends heavily on how well the model describes the data. In the array case this implies that the response of the array needs to be known. Also, the statistical assumptions regarding the signals and the noise must be correct for the quality of the estimates to obey the theoretical predictions.
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derived using the assumed model. However, in practice, the array response is never known exactly, and the statistical assumptions are only approximately correct even for large data sets. Temperature, pressure, humidity and mechanical vibrations are only some factors which affect the properties of the array resulting in a time-varying array response.

Much work has been made on different calibration schemes that try to overcome uncertainties in the array response. Those efforts have mainly been focused on obtaining estimation algorithms that are robust to modeling errors [Hay95a]. Essentially, two different approaches of minimizing the errors have been studied. Firstly, the model errors are treated as random perturbations from some nominal model, and robust estimation methods are derived based on the statistical assumptions regarding the perturbations. Those analyses typically lead to weighted estimation algorithms that minimize the variance of the estimates [SK92, SK93, VS94]. Secondly, some part of the array response is assumed unknown, but not random, and estimated together with the DOAs. Typically, the locations of the sensors are assumed unknown but close to some nominal array and estimated [FB00, LM87, RS87, WF89].

Independently of the approach used, one modeling error that frequently is considered in the literature is unknown gain and phase of the sensors used in the array. Many different algorithms that estimate the gain and phase, either together with the DOAs or using known calibration sources, have appeared in the literature [FW88, Hay95a, NS96a, PK85, SK92, WF97].

Most of these methods do not use any detailed physical reasoning or measurements. An important source of modeling error in practical antennas is that the different elements of the antenna affect each other through mutual coupling, and this effect can drastically reduce the performance of the direction finding algorithms. The subject of mutual coupling has not attracted much interest, as compared to the case of independent sensors, in the signal processing literature. Mutual coupling is on the other hand a well known problem for antenna designers, and in the electromagnetic literature mutual coupling is a well covered subject [Bal82, Ell81, Kil98].

Although very little work on mutual coupling has been published in the signal processing literature, some studies have been made. In [PK91] and [LDvdV99], the effects of an uncompensated mutual coupling on the estimation performance is studied using measurements. Another study of coupling effects on direction finding performance may be found in [DLX00], where the coupling is obtained using a computational electromagnetics solver. When using antenna arrays in digital communication applications it might be argued that the information retrieval is the main concern and not DOA estimation. But if the DOA estimation is severely affected due to mutual coupling, it is reasonable to believe that mutual coupling also affects the signal detection.
problem when array antennas are used [BE96, LLSB98]. Since many communication systems now proposed include antennas arrays, the mutual coupling effects is an important problem that needs to be studied. Some initial experiments in [LSM00] indicate that in some cases, mutual coupling can in fact decrease the Bit-Error-Rate performance on a Nakagami fading channel. A similar result is presented in Chapter 12, where it is found that coupling can decrease the correlation between signals received by closely spaced antenna elements. Recently the effects of mutual coupling on the Constant Modulus Algorithm (CMA) was investigated in [YHZ98], and in [WKS+98] the effects on an aircraft navigation aid radio beacon facility (VOR) was studied.

If mutual coupling can pose a problem when estimating DOAs or signals, it is then of interest to reduce or otherwise mitigate the effects of mutual coupling. The most natural way of doing this is to design the antenna from the start in order to avoid high levels of mutual coupling and that is usually done. Reducing the mutual coupling is in fact one of the most important design problems in antenna design, and much work has been published. The effects of coupling on the radiation pattern for wire antennas has been thoroughly studied, see for instance [IN71, KP85, SH69]. Another way of reducing the effects of mutual coupling is to introduce extra antenna elements that are not used, i.e. dummy elements. The mutual coupling effects on DOA estimation by using dummy elements are investigated in [Lun96]. Furthermore, the coupling can also be compensated for by using analog low-loss networks [AR76, Spe96].

But it is not always best to design the antenna with the lowest possible mutual coupling. Instead, it is important to account for the coupling correctly. Actually, a known coupling can sometimes increase the estimation performance if compensated for correctly.

Adding additional hardware to combat mutual coupling is expensive and power consuming. An appealing alternative is to use signal processing methods instead, since the available processing power grows larger for every year due to the rapid development of the silicon industry. Therefore, this and the following chapters will focus on the effects of mutual coupling and methods of compensating for it using signal processing methods.

If the coupling is known, it is relatively straightforward to compensate for the mutual coupling. One natural idea is to multiply the data with a correction matrix and then apply a coupling free estimation method [Jos94, SH90]. Note that this method can be implemented either in hardware or using signal processing. However, the multiplication affects not only the signal part, but also the noise which changes color. Therefore, methods that rely on a white noise covariance are not, at least not directly, applicable using this method. Most DOA estimation schemes are possible to extend
to include a known mutual coupling by using an effective steering matrix. However, in the literature, few methods have been analyzed in the presence of a known coupling. The popular MUSIC method [Sch79] has been extended to the coupling case in [PF94, RW92, YLU89]. Furthermore, in [Sva99d], the Root-Music [Bar83] and the ESPRIT [Roy87] algorithms are modified to include a known coupling. The ESPRIT method has also been studied in the presence of coupling in [HW90]. In Chapter 3, these methods will be briefly discussed and several other existing coupling-free estimation methods will also be extended to include a known coupling.

The coupling might not be known in all scenarios, and if left uncompensated it will reduce the possibilities of direction finding. Different compensation algorithms or calibration methods can now be applied. For instance, it can be assumed that the DOAs are known and only the coupling and perhaps additional calibration parameters are estimated [NS96a, PDS97, PK91, SAGA98, SDL00, SL01]. On the other hand, if the DOAs are also assumed to be unknown and estimated along with the coupling, so-called auto-calibration methods result. An iterative version of the MUSIC method, that estimates both coupling and DOAs, was developed in [FW91]. However, it was found in [PK91] to give nonunique estimates and in [PF94] to experience slow convergence. In Chapter 5, the method of [FW91] will be reviewed and several other methods of estimating unknown DOAs and coupling will be introduced.

Note that in the following, the coupling is assumed to be non-random and is actually calculated using basic electromagnetics. No knowledge about the coupling is assumed when the coupling is estimated. Of course, in a realistic scenario some knowledge about the coupling usually exists and should be exploited. For instance, methods that use calibration data together with some random perturbation, as well as unknown gain and phase of the sensor responses, should of course be considered. However, in order to get a tractable analysis, only the simplified case of a completely known coupling will be considered in this chapter. Extensions to an unknown coupling will be made in the following chapters.

2.2 Array Model and Coupling

An expression for the received voltage at each antenna element is necessary when analyzing the performance of the different direction finding schemes in the presence of mutual coupling. However, antennas are usually analyzed in transmit mode since the radiating properties are the same when transmitting and receiving (reciprocity). A recent compact summary that includes receiving properties can be found in [Mey00] and in [Kil99] equivalent cir-
circuits for antennas in receive mode are presented. Therefore, expressions of
the induced voltages will be derived for a linear array of \( n \) thin dipoles of
finite length \( l \), see Figure 2.1. The spacing between the dipoles is \( d \) and
in Figure 2.1, the spherical basis vectors are introduced. The steps in the
derivation are general and valid for any type of antenna, but the dipole array
was chosen since the dipole is a widely used element and the expressions for
the voltages simplifies considerably.

If a uniform plane wave impinges upon the array from the \((\theta, \phi)\) direction,
the wave will reach each element at different time instants. By measuring
the induced voltages on the elements of the array, the DOA can be estimated
using these time instants assuming a narrowband signal of known frequency.
However, the received voltage on each element will induce a current on the el-
ement, which in turn radiates a field which affects the surrounding elements,
i.e. mutual coupling. The induced voltage at element \( i \), \( V_{\text{ind}} \), consists of a di-
rect voltage from the wave \( V_{\text{wave}_i} \) and a voltage induced from the neighboring
elements
\[
V_{\text{ind}_i} = V_{\text{wave}_i} - \sum_{j \neq i} I_j Z_{ij}.
\]
(2.1)

Here, \( Z_{ij} \) is the mutual impedance between elements \( i \) and \( j \), and \( I_j \) is the
current at element \( j \). The mutual impedance can be calculated using the
method of induced electro-motive-force [Bal82]. Usually, these calculations
are intractable, but for the case of thin dipoles of finite length the expres-
sions can be found in most antenna handbooks [Bal82, Ell81]. For two iden-
tical finite length dipoles placed side-by-side, the expressions for the mutual
impedance are simplified if the length \( l \) is a multiple of half a wavelength.
The mutual impedance between element \( m \) and \( n \) in the array then become

\[
Z_{mn} = R + jX
\]

\[
R = \frac{\eta}{4\pi \sin^2(\frac{kl}{2})} \left[ 2C_i(u_0) - C_i(u_1) - C_i(u_2) \right] \quad (2.2a)
\]
\[
X = -\frac{\eta}{4\pi \sin^2(\frac{kl}{2})} \left[ 2S_i(u_0) - S_i(u_1) - S_i(u_2) \right] \quad (2.2b)
\]
\[
u_0 = k|d| m - n| \quad (2.2d)
\]
\[
u_1 = k \left( \sqrt{d^2|m - n|^2 + l^2} + l \right) \quad (2.2e)
\]
\[
u_2 = k \left( \sqrt{d^2|m - n|^2 + l^2} - l \right), \quad (2.2f)
\]

where \( C_i \) and \( S_i \) are the cosine and sine integrals

\[
C_i(x) = -\int_{x}^{\infty} \cos \frac{y}{y} \, dy \quad (2.3a)
\]
\[
S_i(x) = \int_{0}^{x} \sin \frac{y}{y} \, dy. \quad (2.3b)
\]

In Figure 2.2 the mutual impedance of two thin half-wavelength dipoles oriented side-by-side is shown as a function of the element separation \( d \). The mutual impedance approaches the self-impedance when the element separation diminishes. For larger element separations the mutual impedance
quickly vanishes. Hence, only elements that are close affect each other. More detailed calculations of the mutual impedance that takes the presence of open-circuited elements into account is possible by employing a Method Of Moments (MOM) approach [AS00].

The voltage induced directly from the wave $V_{\text{wave}}$ can be calculated in a manner similar to when calculating the mutual impedance [Bal82] but using the incident field instead. The field at the antenna from the uniform plane wave can be written as

$$
\vec{E}_{\text{wave}}(z') = \vec{\rho} E_0 e^{-j \vec{k} \cdot \vec{z}} = \left( \frac{\rho_\theta \vec{\theta} + \rho_\phi \vec{\phi}}{\sqrt{\rho_\theta^2 + \rho_\phi^2}} \right) E_0 e^{-j k z' \cos \theta},
$$

(2.4)

where the strength of the field at the surface is denoted $E_0$, the polarization of the field is included in the parameters $\rho_\theta$ and $\rho_\phi$, and $\vec{k}$ is the wave vector. The induced voltage is then obtained as

$$
V_{\text{wave}} = -\frac{1}{I_{\text{in}}} \int_{-l/2}^{l/2} \vec{E}_{\text{wave}} \cdot \vec{I} \, dz',
$$

(2.5)

where $I_{\text{in}}$ is the current at the input terminals. For a very thin dipole, the current distribution at $z = z'$ can be approximated by [Bal82, Ell81]

$$
\vec{I}(z') = z I_0 \sin \left[ k \left( \frac{l}{2} - |z'| \right) \right] -l/2 \leq z' \leq l/2.
$$

(2.6)

Note that this current distribution corresponds to a MOM approach employing a single basis function. Performing the integration in (2.5), the induced voltage becomes

$$
V_{\text{wave},i} = \frac{\rho E_0}{sin \left( \frac{k l}{2} \right)} \frac{\lambda}{\pi} \left[ \cos \left( \frac{k l}{2} \cos \theta \right) - \cos \frac{k l}{2} \right].
$$

(2.7)

The field strength at dipole $i$ is denoted $E_{oi}$, $\lambda$ is the wavelength, and $k = 2\pi/\lambda$ is the wave number. The parameter $\rho = \rho_\theta/\sqrt{\rho_\theta^2 + \rho_\phi^2}$ is a polarization mismatch factor. In the following analysis, the polarization mismatch will be neglected. Thus, $\rho$ will be equal to unity.

Since the induced voltage at each element depends on the currents on the other elements, a circuit model is needed in order to solve for the received voltages. A simple circuit model of element $i$ is shown in Figure 2.3. Here, $Z_A$ is the antenna impedance that is calculated in the same manner as the mutual impedance, and $Z_T$ is the terminating impedance that represents the
measurement equipment. Equations (2.1) and (2.7) along with the circuit model form a system of equations, from which the received or measured voltage over $Z_T$ can be obtained as

$$
V_T = CH(\theta) \begin{bmatrix}
1 \\
e^{-jkd \sin \theta \cos \phi} \\
\vdots \\
e^{-jkd(n-1) \sin \theta \cos \phi}
\end{bmatrix} \underbrace{E_\theta}_s \quad (2.8)
$$

where $H(\theta)$ is the normalized response of an individual element to the plane wave

$$
H(\theta) = \frac{Z_T}{Z_T + Z_A} \frac{\lambda}{\pi \sin \frac{kl}{2}} \left[ \cos \left( \frac{kl}{2} \cos \theta \right) - \cos \frac{kl}{2} \frac{\sin \theta}{\sin \frac{kl}{2}} \right], \quad (2.9)
$$

$s$ is the strength of the source (the wave), and $C$ is the coupling matrix

$$
C = (Z_T + Z_A)(Z + Z_T I)^{-1}. \quad (2.10)
$$

Note that $I$ denotes the identity matrix and $Z$ the mutual impedance matrix. The expression for the coupling is valid for any antenna if the corresponding impedances are used. However, for center-fed slots the expressions derived here can be used directly by exploiting Booker’s relation [Ell81]. The terminating impedance is chosen as the complex conjugate of the antenna impedance in order to reduce the power loss. If a large terminating impedance is chosen, the matrix $C$ will be more diagonal dominant. As a result, the effects of coupling are reduced at the cost of increased mismatch and loss of power [RW92].

The time-delay between each element becomes, due to the narrowband assumption, a simple phase shift and in (2.8) this corresponds to the geometrical array factor. Often the geometrical array factor and the response
are combined into a steering vector $\mathbf{a}(\theta, \phi)$, and the model for the mutual coupling in an array of finite length thin dipoles becomes

$$\mathbf{V}_T = \mathbf{C} \mathbf{a}(\theta, \phi) \mathbf{s}.$$  \hspace{1cm} (2.11)

This model differs from the one normally used in sensor array processing only in the introduction of a coupling matrix $\mathbf{C}$ that acts on the steering vector. Therefore, the effects of mutual coupling can be included by changing the steering vector into an effective steering vector $\mathbf{a}_e(\theta, \phi) = \mathbf{C} \mathbf{a}(\theta, \phi)$.

Expressions for the coupling matrix have been presented by several authors [GK83, LC95], however without including the expressions for the voltages which are essential for the direction finding. An interesting interpretation of the coupling is given in [LC95], where $\mathbf{C}$ is rewritten as

$$\frac{Z_T + Z_A}{Z_T} \left( \frac{Z}{Z_T} + I \right)^{-1} = \frac{Z_T + Z_A}{Z_T} \sum_{m=0}^{\infty} \left( -\frac{Z}{Z_T} \right)^m. \hspace{1cm} (2.12)$$

The zeroth order contribution is the direct excitation from the wave and the first order term corresponds to the direct coupling between two dipoles. The second order term corresponds to the "two-trip" coupling and the higher order terms can be interpreted in a similar manner.

The derivation of the measured voltages considered only one incident wave and no noise. In all measurement situations, noise will inevitably appear and it is difficult to model. Often, receiver noise is the dominating noise source; and then additive white Gaussian noise is a good model. Furthermore, to simplify the notation in the following analysis, the waves are assumed to arrive in the x-y plane ($\theta = 90^\circ$), see Figure 2.1. The model when $p$ uniform plane waves or sources are incident then becomes

$$\mathbf{x}(t) = \mathbf{C} \mathbf{A} (\phi) \mathbf{s}(t) + \mathbf{n}(t), \hspace{1cm} (2.13)$$

where the vector of measured voltages, at time $t$, $\mathbf{x}(t)$ is $n \times 1$, the coupling matrix $\mathbf{C}$ is $n \times n$, the steering matrix $\mathbf{A}(\phi)$ is $n \times p$, the signal vector $\mathbf{s}(t)$ is $p \times 1$ and the noise vector $\mathbf{n}(t)$ is $n \times 1$. The DOAs are contained in the parameter vector $\phi$. In order for the analysis in the following sections to be valid, some additional assumptions are needed:

- the coupling matrix has full rank, i.e., $\text{rk}(\mathbf{C}) = n$
- $\mathbf{n}(t)$ is temporally white and circularly Gaussian distributed: $\mathbf{n}(t) \in \mathcal{N}(0, \sigma^2 \mathbf{I})$
- $\mathbf{s}(t)$ is also temporally white and circularly Gaussian distributed: $\mathbf{s}(t) \in \mathcal{N}(0, \mathbf{P})$
The noise is both spatially and temporally white, while the signal is only temporally white. Furthermore, the signal is assumed to be uncorrelated with the noise. The covariance matrix of the measured voltages $\mathbf{x}(t)$ becomes \cite{KV96}

$$R = E\{\mathbf{x}(t)\mathbf{x}(t)^H\} = \mathbf{CAPA}^H\mathbf{C}^H + \sigma^2\mathbf{I}. \quad (2.14)$$

Note that the eigendecomposition of the covariance matrix $R$ can be written as a sum of two parts \cite{KV96}. One part consisting of eigenvectors corresponding to eigenvalues equal to the noise variance, and a second part that is related to the signal

$$R = \sum_{k=1}^{n} \lambda_k e_k e_k^H = \mathbf{E}_{s} \mathbf{\Lambda}_{s} \mathbf{E}_{s}^H + \sigma^2 \mathbf{E}_{n} \mathbf{E}_{n}^H, \quad (2.15)$$

where $\mathbf{E}_{s} = [e_1, \ldots, e_p]$ denotes the signal eigenvectors, $\mathbf{E}_{n} = [e_{p+1}, \ldots, e_n]$ denotes the noise eigenvectors, and $\mathbf{\Lambda}_{s} = \text{diag}[\lambda_1, \ldots, \lambda_p]$ denotes the signal eigenvalues. This decomposition will be used extensively when dealing with subspace based estimation in later sections.

2.3 Direction Finding Accuracy

The model in the previous section will now be used to examine how mutual coupling between the elements of the array affects the DOA estimation accuracy. Since it is the effect of the coupling in the DOA estimation that is interesting and not a particular estimator, at least not in the first case, a measure of how good DOA estimates the model can deliver is needed. Here, the Cramér-Rao lower Bound is used which gives a lower bound on the variance of the estimated angles for an unbiased estimator.

Now, it is interesting to examine what happens to this bound when coupling is included. It is important to note that the coupling is assumed to be known and the signals are assumed to be non-random in the following calculation of the CRB for the DOA:s.

For sufficiently large number of samples $N$, the (asymptotic) Cramér-Rao lower Bound can be derived using direct differentiation \cite{CTO89, Hay95b, SN89}. The introduction of a known coupling is accounted for by changing the steering vector in the derivation to an effective steering vector $\mathbf{CA}(\phi)$. This does not affect the derivation much, and the asymptotic CRB inequality becomes

$$E\{(\hat{\phi} - \phi_0)(\hat{\phi} - \phi_0)^T\} \geq \mathbf{B} \quad (2.16)$$

$$\mathbf{B} = \frac{\sigma^2}{2N} \left[\text{Re}\{(\mathbf{D}^H\mathbf{C}^H\mathbf{P}_{CA}^\perp\mathbf{C}^\perp \mathbf{S}^T)\}^{-1}, \quad (2.17)\right.$$
2.4 COMPUTER EXPERIMENTS

where

\[
D = \left[ \frac{\partial a(\phi)}{\partial \phi} \bigg|_{\phi=\phi_1}, \ldots, \frac{\partial a(\phi)}{\partial \phi} \bigg|_{\phi=\phi_p} \right] \quad (2.18)
\]

\[
P_{CA}^\perp = \mathbf{I} - \mathbf{CA}(\mathbf{A}^H \mathbf{C}^H \mathbf{CA})^{-1} \mathbf{A}^H \mathbf{C}^H \quad (2.19)
\]

\[
S = \lim_{N \to \infty} \frac{1}{N} \sum_{t=t_1}^{t_N} \mathbf{s}(t)\mathbf{s}^H(t) . \quad (2.20)
\]

Here, \( \odot \) denotes the Hadamard (or Schur) product, i.e., element-wise multiplication and \( P_{CA}^\perp \) is the orthogonal projector on the null space of \( (\mathbf{CA})^H \).

The matrix \( S \) is the limiting signal sample covariance matrix.

The bound in (2.17) represents the lowest possible variance when using an unbiased estimator \( \hat{\phi} \). It applies to a thought situation where the experiment of obtaining \( N \) samples and estimating the angles is performed many times with the same signal vector \( \mathbf{s}(t) \), but different noise realizations \( \mathbf{n}(t) \).

Next, this bound is calculated for a few different scenarios and examined when coupling is included and not.

2.4 Computer Experiments

To examine the effect of mutual coupling, the CRB from the previous section is calculated for a few different scenarios. The CRB when coupling is included is compared with the CRB when coupling is excluded. This calculation is carried out for different locations of the source signals, correlated signals, and for different element spacings. In all of these examples the terminating impedance is chosen as the complex conjugate of the single antenna impedance.

2.4.1 Angular Dependence

Consider a five element half-wavelength dipole array with element separation of \( \lambda/2 \). Two plane waves are incident upon the array and the DOA:s \( (\phi_1, \phi_2) \) of these are to be estimated. The signal waveforms are uncorrelated and the signal power is equal to the noise power (SNR= 0 dB) and \( N = 200 \) snapshots are collected.

The logarithm of the CRB for \( \phi_2 \) with coupling is shown in Figure 2.4. The fact that it is harder to estimate angles close together is obvious from the figure. Note that there is a corresponding figure for the other angle \( \phi_1 \). For angles close to end-fire \( (\phi = 0^\circ) \) the CRB is quite large, and this is due
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Figure 2.4: The logarithm of $C R B_{\text{coupling}}$ for $\phi_2$ versus the angles for an array of 5 $\lambda/2$ dipoles spaced $\lambda/2$ apart.

to the fact that the CRB is inversely proportional to the derivative of the steering vector, and for $\phi_2 = 0^\circ$ the derivative is zero.

Now it is interesting to compare the CRB with and without coupling. In Figure 2.5, the ratio of the standard deviation with and without coupling is shown. Here, it is found that the coupling does not significantly change the CRB bound if the coupling is known. This result depends on the geometrical configuration of the array and the array elements, but also on several parameters such as number of elements, correlation of the signals and element spacing. These dependencies are studied next and the influence of the number of elements is studied first.

In Figure 2.6, the CRB ratio for an array of 25 elements (otherwise the same as previous array) is shown. A larger difference is found here. The CRB with coupling gets lower as $\phi_2$ gets larger. This can partly be explained by considering the received power which is maximum for $\phi_2 = 90^\circ$, see [Sva99b]. This effect gets larger for a larger array, and that is why it did not show in the first figure for the array with few elements. If the change in received power is compensated for, the ratio will mostly reside at unity except for angles near end-fire ($\phi_2 = 0^\circ$), where it is hard to estimate the DOA. This is shown in Figure 2.7.
Figure 2.5: The ratio of the standard deviation for $\phi_2$ with and without coupling versus the angles for an array of 5 $\lambda/2$ dipoles spaced $\lambda/2$ apart.

Figure 2.6: The ratio of the standard deviation for $\phi_2$ with and without coupling versus the angles for an array of 25 $\lambda/2$ dipoles spaced $\lambda/2$ apart.
Figure 2.7: The power corrected ratio of the standard deviation for $\phi_2$ with and without coupling versus the angles for an array of 25 $\lambda/2$ dipoles spaced $\lambda/2$ apart.

### 2.4.2 Correlated Signals

Consider a 25 element half-wavelength dipole array with element separation of $\lambda/2$. Two plane waves are incident upon the array and the DOAs (84°, 85°) are to be estimated. The signal to noise ratio (SNR) is -10dB and $N = 1000$ snapshots are collected. In this simulation, the correlation dependence of the CRB is examined. The signal covariance matrix is

$$S = 10^{(\text{SNR}/10)} \times \begin{bmatrix} 1 & \rho \\ \rho & 1 \end{bmatrix}.$$  \hspace{1cm} (2.21)

The CRB is now calculated for different values of $\rho$. In Figure 2.8, the standard deviation for the wave incident from 84° is calculated for different correlations. First of all it is noted that it becomes harder to estimate the DOA when the signal correlation increases. But the effects of coupling do not depend on the correlation. The ratio of the standard deviation with coupling (solid) and without (dashed) is essentially unchanged by the change in correlation. Here, coupling actually improved the estimation performance but that depends on the incidence angles as discussed previously, see Figure 2.6. The conclusion that the effects of coupling are almost independent of the correlation remains.
Figure 2.8: The standard deviation with coupling (solid) and without (dashed) for the wave incident from 84° upon an array of 25 λ/2 dipoles spaced λ/2 apart for different correlations.

2.4.3 Element Spacing

Consider a 25 element half-wavelength dipole array with element separation of λ/2. Two plane waves are incident upon the array and the DOA:s (84°, 85°) are to be estimated. The signals are uncorrelated and the SNR is -10dB and N = 1000 snapshots are assumed.

In this scenario, the influence of the element spacing of the CRB is examined. The electrical size has a large effect on the prospect of estimating the DOA:s as well as the radiation pattern. With larger element spacing the electrical size of the antenna increases and the estimation performance is increased. The effects of element spacing on the ratio of the standard deviation with and without coupling is shown in Figure 2.9. Here it is found that the ratio approaches unity as the spacing gets larger. Another perhaps obvious result is that this ratio plot is similar to the corresponding plot of the mutual impedance, see Figure 2.2.

When the coupling is known, the impact on the CRB is not so large and for the DOA:s (84°, 85°), and a moderate element spacing, the coupling only changes the CRB about 10-20%. But as discussed earlier, for some DOA:s close to end-fire the changes are larger.
Figure 2.9: The ratio of the standard deviation with and without coupling for the wave incident from 84° upon an array of 25 λ/2 dipoles for different element spacings.

2.5 Conclusions

The problem of how a known coupling affects the prospects of estimating the directions of arrival using an array of elements was addressed. The direction finding accuracy, i.e. the Cramér-Rao lower Bound on the estimated DOA:s, was used as a measure of these effects. The induced voltages in a linear array of dipole elements, including mutual coupling, was derived. Hence, a model for the mutual coupling was obtained. Some stochastical assumptions were also introduced that were needed when calculating the lower bound on the variance of the DOA estimates.

The CRB with a known mutual coupling was presented and analyzed for a few different estimation scenarios. It was found that the coupling effects on the CRB were dependent on the DOA:s but the effects was relatively small. Furthermore, the correlations of the signals did not change the coupling effects, considering the CRB, appreciably. The element separation did affect the CRB. But for moderate element spacings, the effects were not large.

To sum up the chapter, the effects of a known mutual coupling in the scenarios studied here are not large (of course depending on the application). Depending on the geometrical configuration, the array elements, number of elements, and element spacing, the coupling increases or decreases the CRB.
In the analysis of the CRB, the coupling was introduced through the coupling matrix $C$. Other effects than coupling can also be included in the $C$ matrix. For example, effects such as the gain and phase of the individual sensors could be included. In that case, the analysis of the CRB in this chapter is still valid by simply changing the $C$ matrix to include those effects. In the next chapter, some methods of estimating the DOAs in the presence of a known coupling will be introduced.
Chapter 3

Estimation With a Known Coupling

The problem of estimating the DOA, when a known coupling is present, will be considered in this chapter. The mutual coupling is calculated using the model that was derived in Section 2.2 for the induced voltages on a Uniform Linear Array (ULA) of thin and finite length dipoles. First, the model will be reviewed and some statistical assumptions regarding the signals and the noise will be introduced. In Chapter 2, the CRB was used to examine the estimation performance. Here, the corresponding bound is derived, using the statistical assumptions made in this chapter.

Several methods for estimating the DOA are then reviewed and thus also a small part of the area of sensor array processing. However, the methods are discussed in the context of mutual coupling and the algorithms that have appeared in the literature that include a known coupling are reviewed first. After that, some straightforward extensions of existing methods for the coupling free case are introduced. Finally, the problem of estimating the number of signals is briefly discussed.

3.1 Data Model

The direction of an incident wave can be estimated by measuring the received voltages at the different elements of the array and by assuming the wave to be plane, simple geometry then gives the direction. However, due to mutual coupling, the measured voltage at each element will depend not only on the incident field but also on the voltages on the other elements. The received voltage on each element will induce a current on the element which in turn radiates a field which affects the surrounding elements, i.e. mutual coupling. Here, mutual coupling in an array of \( n \) dipoles of finite length,
l, is considered. To simplify the analysis the dipoles are considered thin, i.e. the radius $a \ll l$. The dipoles are placed linearly side-by-side with the same element separation, $d$, resulting in a ULA. The received voltages from this array, when $p$ far-field narrow-band sources are used, are derived using basic electromagnetic concepts in Section 2.2. The resulting model for the measured voltages at time $t$ is

$$x(t) = CA(\phi)s(t) + n(t), \quad (3.1)$$

where the vector of measured voltages $x(t)$ is $n \times 1$, the coupling matrix $C$ is $n \times n$, the steering matrix $A(\phi)$ is $n \times p$, the signal vector $s(t)$ is $p \times 1$ and the noise vector $n(t)$ is $n \times 1$. The DOAs are contained in the parameter vector $\phi$. The steering matrix of a ULA has a Vandermonde structure [Lütt96] with elements $[A(\phi)]_vw = e^{-jkd(v-1)\cos\phi_w}$, where $k$ is the wavenumber. The data model in (3.1) is identical to the usual data model used in array processing except for the coupling matrix

$$C = (Z_A + Z_T)(Z + Z_TI)^{-1}, \quad (3.2)$$

where $Z_A$ is the antenna impedance, $Z_T$ is the impedance of the measurement equipment at each element, and $Z$ is the mutual impedance matrix. The impedance of the measurement equipment, $Z_T$, is often chosen as the complex conjugate of the dipole impedance in order to reduce the power loss. However, other choices of $Z_T$ are possible. If $Z_T$ is chosen to be large, the coupling matrix in (3.2) approaches the unity matrix [RW92]. In that case the effects of mutual coupling are mitigated at the cost of a large impedance mismatch and consequently a large power loss. For a further discussion about impedance matching, see [AR76, Spe96], where the impedance matching is addressed in a beamforming network context that includes mutual coupling. Here, the terminating impedance is chosen as the complex conjugate of the dipole impedance.

The model in (3.1) needs to be complemented with some additional assumptions that are used in the following sections.

- the coupling matrix has full rank, i.e. $\text{rk}(C) = n$, which implies that $\text{rk}(CA(\phi)) = \text{rk}(A(\phi)) = p$ for distinct DOAs
- $n(t)$ is circularly Gaussian distributed $E\{n(t)\} = 0$, $E\{n(t)n^H(s)\} = \sigma^2I \delta_t \delta_s$ and $E\{n(t)n^T(s)\} = 0 \forall t, s$
- $s(t)$ is also circularly Gaussian distributed $E\{s(t)\} = 0$, $E\{s(t)s^H(s)\} = P \delta_t \delta_s$ where $P$ is full rank and $E\{s(t)s^T(s)\} = 0 \forall t, s$
• $n > p$, i.e. the number of dipoles are larger than the number of incident signals

Note that $\delta_{ts}$ denotes the Kronecker delta and that both the signal and the noise are random. Specifically, they are both assumed to be Gaussian distributed and this model is sometimes called the stochastic or unconditional signal model. In Chapter 2, the signal was assumed to be non-random and that model is therefore sometimes called the deterministic or the conditional signal model. However, since the signal in that case is considered unknown and hence also estimated along with the DOAs, the number of unknowns increases as the number of samples $N$ increases. Actually, it is shown in [OVK90, SN90a] that the asymptotic (large $N$) covariance of the DOAs estimates using the deterministic signal model is larger than the asymptotic covariance for a stochastic signal model when $n < \infty$. Furthermore, and most importantly, the Cramér-Rao lower Bound derived using the deterministic signal model cannot be reached and therefore is not asymptotically tight, in contrast to the bound based on the stochastic signal model that is asymptotically tight.

Since both the signal and the noise are assumed to be Gaussian, all information about the DOAs and the signals are contained in the first and second order moments. Many estimation schemes have appeared in the literature that exploit the properties of the second moment to estimate the DOAs. Some of these schemes will be discussed in the following sections. But first, in order to assess the quality of the different estimation methods, a lower bound for the variance of the DOA estimates will be derived.

### 3.2 Direction Finding Accuracy

Most proposed estimators are asymptotically unbiased and the variance of the estimates is therefore a good figure of merit for these estimators. A lower bound on the variance of DOA estimates is therefore very useful when addressing the quality of a estimation schemes. Probably the most widely used bound is the Cramér-Rao lower Bound, which is a lower bound on the variance of DOA estimates, assuming that the estimator is unbiased. There are unbiased estimators that, at least asymptotically, attains the bound and hence the bound is called asymptotically tight and the estimators are called efficient. The CRB therefore serves as a benchmark when evaluating different estimation methods. In Chapter 2, the effects of mutual coupling on the DOA estimation was examined by calculating the CRB using the model in (3.1) and the deterministic signal model. Here, the CRB will be derived for a stochastic
signal model, since the bound in this case becomes asymptotically tight and thus more appropriate when considering different estimation schemes.

Compact forms for the CRB for the stochastic signal model were derived for the coupling free case in [OWVK89, SN90b]. Coupling can be included in those derivations by simply changing the steering matrix $A$ to $CA$. Note that each column of $CA$ now contains contributions from several different elements. The Cramér-Rao lower Bound when coupling is included can be written as

$$E\{ (\hat{\phi} - \phi_0)(\hat{\phi} - \phi_0)^T \} \geq B_{STO}$$

$$B_{STO} = \frac{\sigma^2}{2N}[\text{Re}\{ (D^H C^H P_{CA}^\perp CD) \odot (PA^H C^H R^{-1}CAP)^T \}]^{-1},$$

where

$$D = \left[ \frac{\partial a(\phi)}{\partial \phi} \bigg|_{\phi = \phi_1}, \ldots, \frac{\partial a(\phi)}{\partial \phi} \bigg|_{\phi = \phi_p} \right]$$

$$P_{CA}^\perp = I - P_{CA} = I - CA(CA)^\dagger$$

Here, $\odot$ denotes the Hadamard (or Schur) product, i.e., element-wise multiplication, $P_{CA}^\perp$ is the orthogonal projector on the null space of $(CA)^H$. The orthogonal projector on the column space of $(CA)^H$ is denoted $P_{CA}$ and $M^\dagger$ is the Moore-Penrose pseudo inverse of $M$, which here can be written as $M^\dagger = (M^H M)^{-1} M^H$. The matrix $R$ is the covariance matrix of the measured voltages $x(t)$.

$$R = CAPA^H C^H + \sigma^2 I.$$  

Next, it is examined how the mutual coupling affects the estimation performance. The CRB is calculated both with a known mutual coupling and without. In Figure 3.1, the ratio of the standard deviation with and without coupling for $\phi_2$, when two waves from $(\phi_1, \phi_2)$ impinge on an array of $5 \lambda/2$ dipoles spaced $\lambda/2$ apart, is shown. The ratio mostly resides close to unity and thus in this respect does mutual coupling not affect the estimation accuracy much.

This is in agreement with the results in Chapter 2, where the CRB was calculated using the deterministic signal model in a few different scenarios. Comparing with Figure 2.5 further supports this conclusion and no fundamental differences between the stochastic and deterministic CRB concerning mutual coupling is found in this case.

However, in the previous section it was mentioned that the CRB is larger for the stochastic than for the deterministic signal model. In Figure 3.2, the logarithm of the ratio of the standard deviation for stochastic and deterministic signal model for $\phi_2$ versus the angles for the same array as in
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The problem of estimating the DOA in the presence of a known coupling is not very different from the usual DOA estimation problem. Most algorithms which have appeared in the last decades can be modified to include a known mutual coupling. Essentially, it is just to change the steering matrix $A$ to an
effective steering matrix \( CA \). However, if the algorithm uses some special structure of the steering matrix, it cannot, at least not directly, be used when mutual coupling is present. Many algorithms exploit the second order properties of the covariance matrix of the measured voltages. Therefore, the properties of the covariance matrix will be examined first. Then, algorithms that have appeared in the literature, that include a known coupling, are reviewed and this part also serves as an introduction to the area of sensor array processing. Also, some straightforward extensions of other coupling free algorithms are presented.

3.3.1 The Structure of the Covariance Matrix

Using the model for the measured voltages in (3.1), (3.2), and the statistical assumptions, the covariance matrix of the measured voltages becomes

\[
R = E\{x(t)x(t)^H\} = A_e E\{s(t)s(t)^H\}A_e^H + E\{nn^H\} = A_e PA_e^H + \sigma^2 I,
\]

where \( A_e = CA(\phi) \). Note that the cross-terms vanish since the signal and the noise are assumed to be uncorrelated. Assume that there is one vector \( y \)
that is perpendicular to the steering matrix $A_e$, or

$$A^H_e y = 0. \quad (3.9)$$

Then $Ry = \sigma^2 y$, i.e. $y$ is an eigenvector of $R$ with corresponding eigenvalue $\sigma^2$. Since the steering matrix $A_e$ is full rank with dimensions $n \times p$ and $P$ also is full rank, there are $n - p$ independent vectors $y$ that are perpendicular to $A_e$. Actually, it is possible to write the eigendecomposition of the covariance matrix as a sum of two parts. One part consisting of eigenvectors corresponding to eigenvalues equal to the noise variance, and a second part that is related to the signal

$$R = E\Lambda E^H = E_s \Lambda_s E^H_s + \sigma^2 E_n E^H_n. \quad (3.10)$$

Furthermore, by exploiting the orthonormality of the eigenvectors

$$E_s E^H_s + E_n E^H_n = I, \quad (3.11)$$

the covariance matrix can be written as

$$R = E_s (A_s - \sigma^2 I) E^H_s + \sigma^2 E_n E^H_n = E_s \tilde{\Lambda} E^H_s + \sigma^2 I. \quad (3.12)$$

Comparing (3.12) with (3.8) reveals that the subspace spanned by the columns of $E_s$ must be equal to the subspace spanned by the columns of $A_e P$ or

$$\mathcal{R}\{ E_s \} = \mathcal{R}\{ A_e P \} \subseteq \mathcal{R}\{ A_e \} \quad (3.13)$$

with equality if the signal covariance matrix $P$ is of full rank. The subspace spanned by $A_e$ (or $E_s$) is usually called the signal subspace and the corresponding space spanned by $E_n$ is therefore called the noise subspace. Note that due to the orthogonality of the eigenvectors, these spaces are orthogonal.

A related entity is the array manifold $\mathcal{A}$, that is defined as the collection of all steering vectors within the DOA range, or

$$\mathcal{A} = \{ a(\phi_i) \mid \phi_i \in \Phi \}. \quad (3.14)$$

The array manifold is a $p$-dimensional subset of the $n$-dimensional space and this observation is important in the derivation of the subspace based methods presented later.

Almost all methods discussed in the following sections will exploit the properties of the covariance matrix of the measured voltages $R$. However, it is the induced voltages $x(t)$ that are measured and not the covariance matrix. Usually, $R$ is estimated as

$$\hat{R} = \frac{1}{N} \sum_{t=1}^{N} x(t)x^H(t) \quad (3.15)$$
which is an unstructured maximum likelihood estimate of the covariance matrix in (3.8).

The structure in (3.8) and (3.12) has been exploited in numerous DOA estimation schemes, presented during the latest decades. For a review of some of these methods, see [Hay95a, KV96, VS01]. Many of those methods are possible to use also in the presence of mutual coupling with slight changes, but in the signal processing literature only a few methods, that include a known coupling, have been presented. Those methods will be reviewed in the next subsection, and then some additional methods that include a known coupling are proposed.

### 3.3.2 Estimation Methods: Beamforming and MUSIC

Probably, the most used method of obtaining estimates of the DOAs is beamforming [Sko62, VB88]. As the name beamforming suggests, the received energy is focused to one direction (or beam) at a time. This can be expressed as

\[ y(\phi) = a^H(\phi)x. \] (3.16)

A spatial spectrum is obtained by calculating \( |y(\phi)|^2 \) for \( \phi \in \Phi \). The presence of mutual coupling can be taken care of by changing the multiplication in (3.16) from \( a^H(\phi) \) to \( a(\phi)^H C^{-1} \), i.e. premultiply the measured voltages \( x(t) \) with \( C^{-1} \) as suggested in [Jos94, SH90]. The noise covariance matrix then changes from \( \sigma^2 I \) to \( \sigma^2 C^{-1} C^{-H} \). If the method relies on that the noise covariance is white (\( \sigma^2 I \)), the premultiplication method does not work. Note that the beamforming method ignores the noise and premultiplication can thus be applied. Similar methods, but more oriented towards pattern design, can be found in [IN71, KP85, SH69].

The spatial spectrum in (3.16) is a spatial analogue of the classical periodogram in time series analysis. As with the periodogram, the spatial spectrum has a resolution threshold. Waves arriving with electrical angle separation\(^1\) less than \( 2\pi/n \) can not be resolved with this method. That was one of the motivations for the interest in the so-called subspace methods that will be described next.

Subspace based methods rely on observations regarding the eigendecomposition of the covariance matrix into a signal subspace and a noise subspace, as discussed in previous subsection. One of the most popular subspace methods, MUSIC, was introduced in [Sch79]. The method is based on the observation in (3.9), that the noise eigenvectors are perpendicular to the steering matrix or the signal subspace. The algorithm calculates the noise subspace

\(^1\) The electrical angle is defined as \( kd \cos \phi \).
3.3. ESTIMATION METHODS

Figure 3.3: The spatial and MUSIC spectrum when coupling is compensated for (solid) and not (dotted). An array of 10 \( \lambda/2 \) dipoles spaced \( \lambda/2 \) apart is used and two waves are incident from \((60^\circ, 63^\circ)\), and 1000 snapshots with SNR = 20dB.

using an eigendecomposition of the estimated covariance matrix in (3.15). Then, the estimates of the DOAs are taken as those \( \phi \) that gives in the smallest value of \( a^H(\phi) \hat{E}_n \). Usually this is formulated as finding the \( p \) largest peaks in the "MUSIC spectrum"

\[
P_{MU}(\phi) = \frac{1}{a^H(\phi) \hat{E}_n \hat{E}_n^H a(\phi)}.
\]

(3.17)

This algorithm is straightforwardly adopted to the case of a mutual coupling by simply exchanging the steering vector \( a(\phi) \) to \( Ca(\phi) \). Another way of handling the coupling is to employ the method of premultiplication as described above. But as mentioned previously, that changes the noise covariance matrix and a generalized eigendecomposition has to be used in order to obtain the correct noise eigenvectors. These two methods have been investigated in [LZ90, PF94, YLU89]. Here, the steering vector is changed and in Figure 3.3, the MUSIC spectrum of (3.17) is shown when two sources are present at \((60^\circ, 63^\circ)\), using an array with 10 \( \lambda/2 \) elements spaced \( \lambda/2 \) apart. The solid line is when the coupling is compensated for, i.e. using the correct coupling matrix, and the dotted line is when the coupling matrix is unknown and replaced by the unity matrix. With a known coupling, the method works
well and two peaks at the correct angles appear. However, if the coupling is unknown the method does not work well. Also included in Figure 3.3 is the corresponding spatial spectra for the beamforming method in (3.16). The beamforming method fails to resolve the sources, since in this case the resolution limit is more than $10^\circ$. The resolution threshold of MUSIC is much lower, and therefore does that method succeed in resolving the DOAs. This, of course, is the main reason for using subspace based methods like MUSIC instead of beamforming. However, the difference between when the coupling is known or not is small for the beamforming method, i.e. the beamforming method is robust. The MUSIC method, as all subspace based methods, is more sensitive to errors in the steering vector as seen in the figure.

An interesting application of the MUSIC method for Over The Horizon (OTH) radar arrays is found in [SAGA98], where ionized meteor trails are used to estimate the sensor positions and mutual coupling in a calibration scheme.

As mentioned above, several other algorithms are easily extended to include a known coupling. In the next section some straightforward extensions will be proposed.

### 3.3.3 Other Methods

Most DOA estimation algorithms can be extended to include a known coupling. In this subsection, some straightforward extensions of other DOA algorithms will be proposed. Some of these algorithms will be used later when the DOAs are estimated along with an unknown coupling. First two computationally simple algorithms, that exploit a special structure of the antenna array, will be considered.

The popular MUSIC method discussed in the previous subsection can be applied to any type of antenna array. However, if the antenna is a ULA, the estimation procedure can be simplified. In this case, the steering vector has elements $[\mathbf{a}(\phi)]_v = e^{-jkd(v-1)\cos \phi}$ and the expression in (3.17) can be viewed as a polynomial in $z = e^{-jkd\cos \phi}$. Therefore, the search for the DOAs in the MUSIC method described above can be avoided. Instead, find the roots of the polynomial

$$f(z) = \mathbf{a}^T(z^{-1})\mathbf{C}^H\hat{\mathbf{E}}_n\hat{\mathbf{E}}_n^H\mathbf{C}a(z).$$

(3.18)

Pick the $p$ roots closest to the unit circle, $\hat{z}_i$ and calculate the angle and solve for $\hat{\phi}_i$ in $\angle \hat{z}_i = \angle e^{-jkd\cos \phi_i}$. This method is known in the literature as the Root-MUSIC method and was presented in [Bar83]. Not only does this method avoid the numerical search, but also improves the resolution threshold of the spectral MUSIC discussed in previous subsection. A performance
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Analysis in [RH89] shows that the improvement in resolution threshold is due to the fact that a small error in the radius of the root does not affect the estimation performance. Thus, only errors in the angle of the root affect the estimation performance and this decreases the resolution threshold. The presence of mutual coupling is taken care of by simply introducing the coupling matrix, $C$, as in (3.18).

Another subspace-based method that also relies on a special structure of the array is Estimation of Signal Parameters via Rotational Invariance Techniques (ESPRIT) [Roy87]. ESPRIT exploits a shift structure of a special steering matrix constructed as

$$A_s = \begin{bmatrix} A_1 \\ A_1 \Phi \end{bmatrix},$$

(3.19)

where $A_1$ is a $l \times p$ steering matrix and $\Phi$ is $p \times p$ diagonal matrix with elements $\Phi_{ii} = e^{-jk\Delta \cos \phi_i}$. Of course, not all arrays have this shift structure, but for example a ULA can be divided into two parts which have this structure. Several different strategies for forming these two parts are discussed in the literature [OVK91], but here maximum overlapping structures will be used, i.e. the first part consists of the first $n-1$ elements and the second part of the last $n-1$ elements, that is, $l = n - 1$ and $\Delta = d$. ESPRIT exploits this shift structure and the fact that for the coupling free case $\mathcal{R}\{E_s\} = \mathcal{R}\{A(\phi)\}$ (assuming $P$ full rank). When coupling is present $\mathcal{R}\{E_s\} = \mathcal{R}\{CA(\phi)\}$ and the shift structure has vanished. However, $\mathcal{R}\{C^{-1}E_s\} = \mathcal{R}\{A(\phi)\}$ and the shift structure is obtained. Another way of obtaining this result is to pre-multiply the data with $C^{-1}$ and the same result is obtained by calculating the generalized eigenvalue factorization. Thus, there exists a nonsingular $T$ such that

$$JC^{-1}E_s = A_s(\phi)T,$$

(3.20)

where $J$ is a $2(n-1) \times n$ selection matrix. The basic idea is to find those $\phi$'s that best fit this relation. This fit can be made in a least squares sense or in a total least square sense [OVK91, Roy87]. Here, the total least squares method is used. In Figure 3.4, the Root Mean Square Error (RMSE) of the modified MUSIC and ESPRIT methods are shown. The Cramér-Rao lower Bound is also shown for the case with coupling and without. The MUSIC method is close to the CRB, but ESPRIT performs worse, since it only exploits the invariance structure and not the full steering matrix. The same relation is is found also in the coupling free case [OVK91]. However, it is interesting to observe that the CRB when a known coupling is present is slightly lower than the coupling free case. This is not generally true, but the difference is usually small, see Figure 3.1. A slightly different study of the
ESPRIT algorithm in the presence of mutual coupling has been presented in [HW90].

Perhaps the most well known and frequently used model-based estimation technique in signal processing is the ML method. The ML method assumes a model for the signals and also a statistical framework for the data generation. Two different assumptions regarding the signals have appeared in the signal processing literature and here the stochastic signal model is used, as discussed in Section 3.1. The method is therefore called the Stochastic Maximum Likelihood (SML) method. Using the model in (3.1) and the statistical assumptions in Section 3.1, the negative log likelihood function to be minimized becomes (with the parameter independent terms ignored)

\[
l_{SML}(\phi, P, \sigma^2) = \log |R| + \text{Tr}\{R^{-1}\hat{R}\},
\]

where \( R \) and \( \hat{R} \) are defined in (3.8) and (3.15). This expression can be put in a concentrated form [Böhm86, Jaf88, SN95]. For fixed \( \phi \), the minimizing value of \( P \) and \( \sigma^2 \) becomes

\[
\hat{\sigma}^2(\phi) = \frac{1}{n - p} \text{Tr}\{P_A\hat{R}\},
\]

\[
\hat{P}(\phi) = A^\dagger \left( \hat{R} - \hat{\sigma}^2(\phi)I \right) A^{H},
\]
where $A^\dagger$ denotes the Moore-Penrose pseudo inverse of $A$. Inserting these expressions in (3.21), the concentrated negative log likelihood function is obtained

$$\hat{\phi} = \arg\min_{\phi} \left\{ \log |A\hat{P}(\phi)A^H + \hat{\sigma}^2(\phi)I| \right\}$$

(3.24)

and the DOA estimates are taken as the minimizing arguments of it. A known coupling is easily taken care of by simply exchanging the steering matrix $A$ to the effective steering matrix $A_e = CA$. The SML method is efficient since the variance of the DOA estimates attains the Cramér-Rao lower Bound. The ESPRIT method discussed previously does not attain the CRB, and the MUSIC method only attains the bound if the signals are uncorrelated and both the number of snapshots and the source signal power are large. The function in (3.22) is unfortunately a non-linear function of the DOAs, and therefore a numerical search is necessary. This search can be computationally heavy and that is why subspace-based methods like MUSIC and ESPRIT, that are less computationally intensive but not efficient, are attractive. The advantage of a lower computational load is thus traded for a higher variance of the estimates.

Another type of methods that have attracted considerable attention are the "Subspace Fitting" methods [SS90b, VO91, VOK91]. With a specific weighting of the criterion, those methods are efficient and thus have properties similar to the SML method. Also, connections to spectral-based methods such as MUSIC and beamforming as well as connections to ESPRIT, can be established. The Subspace Fitting methods are, as all subspace methods, based on the properties of the covariance matrix in (3.10). Two versions of Subspace Fitting have appeared; one based on the signal subspace (SSF) and one based on noise signal subspace (NSF). The Signal Subspace Fitting (SSF) version is based on the observation that the signal eigenvectors are equal to a linear combination of steering vectors. This is essentially the same observation that is made in the ESPRIT method, see (3.20). Here, the criterion is formulated as

$$\{\phi, T\} = \arg\min_{\phi, T} \| \hat{E}_s - AT \|^2_W,$$

(3.25)

where $\|A\|_V^2$ denotes $\text{Tr}\{WAW^H\}$ and $W$ is a positive definite weighting matrix. This function can be concentrated in the same manner as the SML method and the concentrated criterion function becomes

$$\hat{\phi}_{SSF} = \arg\min_{\phi} \text{Tr} \left\{ \hat{P}_A\hat{E}_sWE_s^H \right\}.$$

(3.26)

The Noise Subspace Fitting (NSF) formulation of the Subspace Fitting criterion is based on the same observation as in MUSIC, namely that the columns
of \( \mathbf{A} \) are orthogonal to the noise subspace or \( \mathbf{E}_n^H \mathbf{A} = 0 \). In this case, an estimate of the DOA is obtained by minimizing the following criterion

\[
\hat{\phi}_{NSF} = \arg \min_{\phi} \| \hat{\mathbf{E}}_n^H \mathbf{A} \|_U^2,
\]

(3.27)

where \( \mathbf{U} \) is a \( p \times p \) positive definite weighting matrix. Note that the steering matrix enters the criterion function quadratically and thus estimates of parameters that enter linearly in the steering matrix can be found analytically. Different weightings give different asymptotic properties, and by choosing a specific weighting it can be shown that the estimates calculated using (3.26) and (3.27) are asymptotically equivalent to the SML method that is efficient [OVSN93]. Furthermore, if the weighting matrix \( \mathbf{U} = \mathbf{I} \), the NSF method reduces to MUSIC. Both of the subspace fitting methods are readily adapted to the presence of a known coupling by exchanging the steering matrix into an effective steering matrix as before.

The weighted subspace methods in (3.26) and (3.27) require a numerical search, and thus the computational load is higher than methods like MUSIC and ESPRIT. One optimization method suitable for these problems is the damped Newton method [DS83]. This method can also be used to compute the estimate when the SML method is used.

If the array is a ULA, the numerical search can be avoided by exploiting the additional structure provided by the ULA. The basic idea is to parameterize the nullspace of \( \mathbf{A}^H \) directly instead of parameterizing \( \mathbf{A} \), and then use \( \mathbf{P}_{\mathbf{A}}^\perp \). Several different papers using this parameterization in different contexts have appeared. In [BM86a], the parameterization is applied in combination with the Deterministic Maximum Likelihood (DML) method and in [SS90b] the parameterization is used in the Method Of Direction Estimation (MODE) context (similar to a Root-SSF formulation). The computations involved are then only eigendecompositions and polynomial rootings, in the same manner as in Root-Music, instead of the search otherwise performed. How to include the presence of a known mutual coupling in these methods is not straightforward and is still an open question.

Now, several methods for estimating the DOAs when a known mutual coupling is present have been presented. Most of these represent straightforward extensions of existing algorithms for the coupling free case, but few have been proposed in the literature. The exposition of algorithms also introduced the field of sensor array processing as well as the effects of mutual coupling. However, the survey was of course far from complete and for further algorithms and methods see [Hay95a, He93, KV96].

All of the methods discussed in this chapter rely on a parameterization (parametric methods) except for beamforming, that is a spectral based
method. All of the parametric methods discussed herein assume that the number of sources or signals is known. If the number of sources is not known, it must be estimated along with the DOAs. This will be briefly touched upon in the next section.

3.4 Signal Detection

The parametric methods presented in the previous sections all require the knowledge of the number of sources or number of incident waves. Estimating the number of signals is usually called detection, and here that subject will be briefly discussed. The division into a signal subspace and a noise subspace in Section 3.3.1 requires the knowledge of the dimension of the signal subspace $p'$. When the signal covariance $P$ is of full rank, the dimension of the signal subspace is equal to the number of signals, $p' = p$. In that case the problem reduces to testing the multiplicity of the smallest eigenvalue ($\sigma^2$). Two methods based on information theory have been proposed in [WK85]. The first method is Akaike’s An Information theoretic Criterion (AIC), which essentially is the log-likelihood adjusted with a penalty term for choosing too many signals or too large model order. The second method is Rissanen’s and Schwartz’s Minimum Description Length (MDL) method, which basically is the same as AIC but using a slightly different penalty term.

However, if the signal covariance $P$ is not of full rank, i.e. there are coherent signals, the dimension of the signal subspace $p'$ will differ from the number of signals $p$ and the methods in [WK85] will not work. Methods that simultaneously estimate both the number of signals and the DOAs have been proposed instead. The MDL method was extended to simultaneously estimate the number of signals and the DOAs in [WZ89a]. The estimation technique used for the DOA estimation was the DML method and a suitable method of initialization is the Alternating Projection (AP) method in [ZW88]. That method (MDLC) estimates the number of signals even when the signal covariance is rank deficient.

Another way of handling rank deficient signal covariances is the method of Generalized Likelihood Ratio Test (GLRT) [OVSN93, Poo94, Sil70], where the hypothesis that the data are described by the model in (3.8) with $p$ signals is tested against the hypothesis that the covariance matrix of the measurements has an arbitrary structure

\[
H_0 : \mathbf{R} = \mathbf{A} \mathbf{P} \mathbf{A}^H + \sigma^2 \mathbf{I} \\
H_1 : \mathbf{R} \text{ is arbitrary.}
\]
Figure 3.5: The probability of correct detection as a function of the angular separation for the methods GLRT (95%), AIC, and MDL when the signals are non-coherent and the first signal is incident from $\phi_1 = 90^\circ$.

The estimated number of signals is the smallest value, $p$, of which the hypothesis $H_0$ not is rejected.

A method that also simultaneously estimates the DOAs and the number of signals is described in [VOK91], where the Weighted Subspace Fitting (WSF) method is used for estimating the DOAs. The detection scheme is based on the observation that a large distance between the signal subspace and the array manifold indicates that there might be coherent sources. This observation is formalized and results in a chi-square test. Furthermore, that method needs knowledge of the dimension of the signal subspace, and the methods described above could be used to estimate this. As in the case of the GLRT, a multi-dimensional search results, and a good method of obtaining initialization values is the method of Alternating Projections [ZW88]. Here, the methods AIC, MDL, MDLC and GLRT are investigated in a few simulations.

In Figure 3.5, the probability of correct detection, when an array of 6 $\lambda/2$ dipoles spaced $\lambda/2$ apart is used and two signals are incident upon the array, is shown. The first signal is incident from $\phi_1 = 90^\circ$ and the other incidence angle is varied from $90^\circ$ to $80^\circ$, forming an angular separation in the interval
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GLRT without C
MDLC without C
GLRT with C
MDLC with C

Figure 3.6: The probability of correct detection as a function of the angular separation for the methods GLRT (99%) and MDLC for coherent signals calculated with and without coupling. The first signal is incident from $\phi_1 = 90^\circ$.

$(0^\circ, 10^\circ)$. The signal covariance matrix is

$$P = \begin{bmatrix} 4 & 0 \\ 0 & 2 \end{bmatrix}$$

and the number of samples is $N = 100$. The GLRT method, using 95% confidence level as threshold, works reasonably good already at an angular separation of $3^\circ$. Since the signals are non-coherent, the simpler methods AIC and MDL also work. The AIC method has better performance than the MDL method for small angular separations. For larger angular separations the MDL method works much better with almost 100% detection. In [WK85], it was shown that the MDL method is consistent whereas the AIC is not, and the results in this simulation example are in agreement with those results. In the simulations above, the mutual coupling was assumed known and the methods above were extended to include the coupling by simply changing the steering matrix to the effective one as before. However, it is interesting to examine the effects of coupling on the detection performance. In Figure 3.6, the GLRT and the MDLC methods are used for both the case with mutual coupling present and the coupling free case ($C = I$). Now, the signals are
correlated and the signal covariance is

\[
P = \begin{bmatrix} 4 & 2.8 \\ 2.8 & 2 \end{bmatrix}
\]

(3.29)

and the threshold for the GLRT method is calculated based on a confidence level of 99% The GLRT method works better than the Extended version of MDL that uses DML and AP (MDLC) method that was based on the MDL method and the deterministic signal model. Also, it is interesting that both methods work better with mutual coupling present than in the coupling free case. This is in agreement with the observations made when estimating only the directions. However, as in the estimation case these effects are angle dependent and not generally true. In Figure 3.7, the same simulations are performed using \( \phi_1 = 50^\circ \) instead of \( \phi_1 = 90^\circ \). Here, the effects of coupling are negligible if the coupling is compensated for.

If the coupling is left uncompensated, the GLRT method collapse and detection fails. The MDLC methods appears to be more robust, but that method requires, as found in the examples, a larger angular separation of the sources to work than the GLRT method. This is one important effect of mutual coupling. Since in the case of DOA estimation, uncompensated coupling only introduces some errors and reduces the resolution, but the effects on the detection are more severe since signals are lost and false signals appear. Of course, the simulations presented here are by no means exhaustive and no general conclusions can be drawn. But, as in the case of estimation of the DOAs alone, it has been demonstrated that a compensated known coupling actually can increase the performance in some cases.

3.5 Conclusions

The effects of a known coupling was examined. First, by studying the estimation performance by calculating the CRB for the stochastic signal model. Then, the area of sensor array processing was presented by reviewing the most popular methods of DOA estimation. In most cases, the methods were extended to include the presence of a known coupling. Particularly, the MUSIC, Root-Music, SML, and the Subspace fitting methods were extended to include a known coupling. These methods will be further extended in Chapter 5 to estimate an unknown coupling along with the DOAs.

Furthermore, the problem of signal detection was discussed. If the covariance matrix of the signals is nonsingular, the methods AIC and MDL can be used. Those methods were found to work even in the presence of coupling, known or unknown, without any modifications. However, if the covariance
3.5. CONCLUSIONS

matrix was singular, the MDLC and GLRT methods were extended to include the presence of a known coupling. The coupling was found to sometimes increase the detection performance and sometimes decrease. Thus, the effects of mutual coupling on the detection performance was essentially the same as the effects on the estimation performance.

The DOA estimation methods considered in this chapter compensated for a known coupling by introducing the coupling matrix $C$. However, other effects such as the gain and phase of the individual elements could also be included in the $C$ matrix. These effects can then also be compensated for by using the algorithms derived in this chapter. In the same manner can the detection schemes, discussed in this chapter, also compensate for other effects by modifying the $C$ matrix.

Figure 3.7: The probability of correct detection as a function of the angular separation for the methods GLRT (99%) and MDLC for coherent signals calculated with and without coupling. The first signal is incident from $\phi_1 = 50^\circ$. 
Chapter 4

Modeling of an Unknown Coupling

The methods discussed in the previous chapter compensate for the coupling by adjusting the signal processing methods to account for the coupling. However, to do that the coupling has to be known. In some rare occasions the coupling might be analytically obtained, as in the case of a ULA of dipoles in free space. But in most cases, calibration measurements are necessary. In some cases, obtaining the coupling might not be possible due to time aspects, the environment is changing too quickly, or that calibration measurements with known sources is simply not possible in the actual environment. If the coupling is left uncompensated, it will drastically reduce the possibilities of performing direction finding.

One way of mitigating these effects is to estimate the coupling along with the DOAs using signal processing methods. Since this is an introductory study on the effects of mutual coupling and the improvements by estimating the coupling, a simple coupling scenario is considered. The coupling is considered to be unknown and deterministic, and no assumptions regarding the coupling are made. If some knowledge of the coupling exists, it should of course be included in a more realistic scenario, as well as gain and phase uncertainties in the array response. Furthermore, the nominal array response could be known and some random deviation from this response considered. But, as a first study, a simple case is considered in order to get some first results regarding the possible improvements by estimating the coupling as well as the DOAs.

Directly estimating the coupling using the full electromagnetic coupling matrix, derived in Section 2.2, usually requires too many parameters, and therefore a reduced model will be derived in this section. That model will be used in the following sections to compensate for the coupling by estimating it along with the DOAs. Furthermore, the uniqueness of the estimates
obtained using that model is discussed. The section is concluded by deriving a necessary condition for uniqueness, that gives a limit on the number of coupling parameters that are possible to estimate.

4.1 Reduced Coupling Model

The model for the coupling derived in Section 2.2 needs to be simplified in order to be used to estimate the mutual coupling. A direct estimation of the full coupling matrix is usually not feasible, since it involves the estimation of a relatively large number of parameters. The coupling matrix contains \( n^2 \) complex entries, and if no constraints on the matrix are imposed, \( n^2 \) complex parameters need to be estimated. However, by examining the structure of the coupling matrix \( C \), it is found that the number of parameters can be significantly reduced and a model with few parameters can be found.

First, it is illuminating to study the magnitude of the coupling matrix elements. In Figure 4.1, the logarithm of the magnitude of the elements of the coupling matrix are shown for the case of an array of 10 \( \lambda/2 \) dipoles spaced \( \lambda/2 \) apart. From this figure it is clear that the magnitude of the coupling decreases quite rapidly with the distance. Thus, only the coupling with the closest elements need to be considered. This corresponds to only parameterizing the elements on the first subdiagonals\(^1\) of the coupling matrix, since the elements far from the main diagonal are relatively small.

Furthermore, the matrix entries along each subdiagonal are almost the same. To see this, the normalized magnitude of the elements on a few subdiagonals are shown in Figure 4.2 for the same array as in Figure 4.1. The magnitude of the coupling is approximately the same along the subdiagonals, and thus it can be modeled by using only one parameter for each subdiagonal resulting in a coupling matrix of Toeplitz structure. A more complex model that better approximates the coupling could be formed by adding additional parameters that model the shape of the magnitude change along the subdiagonals. Here, the objective is to derive a simple model and thus only one parameter for each subdiagonal is used, which also gives a linear model in the coupling parameters.

Also, noting that the coupling from element \( i \) to \( k \) is the same as the coupling from \( k \) to \( i \) results in a symmetric (not Hermitian!) Toeplitz matrix.

\(^1\)The \( r^{th} \) subdiagonal of a \( n \times n \) matrix \( C \) is the \( n - i \) length vector with the \( k^{th} \) element \( C_{k,k+i} \).
Figure 4.1: The magnitude of the elements of the coupling matrix of an array of 10 λ/2 dipoles spaced λ/2 apart.

Figure 4.2: The normalized magnitude of the elements on the main diagonal, the first, and 4th subdiagonals of the coupling matrix of an array of 10 λ/2 dipoles spaced λ/2 apart.
Based on these observations, a reduced coupling model can be formulated as

$$ C = \begin{bmatrix}
1 & c_1 & \cdots & c_q & 0 & \cdots & 0 \\
& c_1 & 1 & \cdots & \vdots & & \vdots \\
& & \ddots & \ddots & \ddots & 0 & \\
& & & c_q & \ddots & \ddots & \vdots \\
& & & & \ddots & \ddots & \vdots \\
& & & & & \ddots & \ddots \\
0 & \cdots & 0 & c_q & \cdots & c_1 & 1
\end{bmatrix}, \quad (4.1) $$

where $c_i \in \mathbb{C}$ and $0 < |c_{i+1}| < |c_i| < 1$. The coupling parameters that are estimated are then

$$ c^T = [c_1 \ c_2 \ \cdots \ c_q]. \quad (4.2) $$

Note that the number of parameters to be estimated has decreased from $n^2$, when estimating all the elements in the $C$ matrix, to $q < n$. The reduced model of the coupling matrix then becomes a banded symmetric Toeplitz matrix. How many coupling parameters to be include depends on the element separation distance since the coupling is reduced with increased separation distance, see Section 2.4.3. It also depends on how many elements there are and the length of the dipole. Also, note that the dipole experiences a strong mutual coupling and other types of antenna elements often experiences less coupling and thus also less parameters are needed. The coupling model in (4.1) was also suggested in [FW91], however, without any detailed physical motivation. Here, the mutual coupling for a dipole array was derived and it was found that the above model relatively well describes the effects of mutual coupling. Thus, a detailed physical motivation for using the above coupling model has been presented.

This reduced model is used to estimate the coupling in the following chapters. Before estimation based on the reduced coupling model is considered, some conditions for obtaining unique estimates of the mutual coupling and the DOAs will be discussed.

### 4.2 Uniqueness

A good model should of course give unique estimates of directions and coupling parameters. This problem is decoupled from the estimation problem, and thus the noise can be ignored in the following analysis. The problem of uniqueness has been analyzed for the coupling free case in [WZ89b], where two sufficient conditions for uniqueness are derived. One condition
for uniqueness for every batch of signals is derived using subspace concepts, and another condition for almost every batch of signals is derived based on results from topology. The uniqueness problem has also been analyzed in [BM86b, NSS91, Swi92, Wax92]. These results seem difficult to extend to the case when an unknown coupling is present, since in that case the effective steering matrix is $C(c)A(\phi)$, and thus the unknowns are multiplied with each other.

The problem of uniqueness is the question of under which conditions the unknown parameters of the model can be determined uniquely. The obtained data are the measured voltages, and the following model is used

$$x(t) = C(c)A(\lambda)s(t) + n(t), \quad (4.3)$$

where $\lambda = e^{jkd\cos\phi}$. Now, the received vector $x(t)$ is sampled at $N$ time instants and stacked in a matrix $X$ and the following model results

$$X = C(c)A(\lambda)S + N, \quad (4.4)$$

where $X$ and $N$ are $n \times N$ matrices and $S$ is a $p \times N$ matrix. The problem of uniqueness is based on the following noiseless relation

$$X = C(c)A(\lambda)S = C(c')A(\lambda')S' \Rightarrow \{c, \lambda, S\} = \{c', \lambda', S'\}. \quad (4.5)$$

If equation (4.5) holds for every set of measured voltages $X$, only one set of parameters gives $X$, thus the solution $(c, \lambda, S)$ is unique. This is a rather difficult problem already without coupling, and with an unknown coupling it seems difficult to obtain a general result. One step towards the general result is to consider the parameterization of the array. If

$$C(c)A(\lambda) = C(c')A(\lambda') \Rightarrow \{c, \lambda\} = \{c', \lambda'\} \quad (4.6)$$

holds, the array is said to be unambiguously parameterized. However, if the signal is known and of full row rank, it can be removed from (4.5) by multiplying with the pseudo-inverse of $S$. Therefore, an unambiguously parameterized array implies uniqueness if the signal is known and of full row rank. A known signal could correspond to a training sequence in communication applications, and in that case the solution is unique if (4.6) holds. To examine the uniqueness and ambiguity problem for the parameterization of the reduced coupling model, the condition in (4.6) is rewritten as

$$f(\psi, y) = C(c)A(\lambda) - C(c')A(\lambda') = C(c)A(\lambda) - Y = 0, \quad (4.7)$$

where $\psi^T = [c^T \lambda^T]$ and $Y \in \mathbb{C}^{n \times p}$. Of course, one solution is $c = c'$ and $\lambda = \lambda'$. If this is the only solution, the array is unambiguously parameterized.
Also, note that if the equation in (4.7) holds for one source or one column of the steering matrix $A$, it holds for all columns of $A$. Thus the derivation is performed for only one source. The steering matrix $A(\lambda)$ then reduces to a vector $a(\lambda)$ and $Y$ reduces to the vector $y$. Furthermore, if there are $q$ coupling parameters and only one column is considered, then $\psi \in \mathbb{C}^{q+1}$.

Now, (4.7) represents a system of equations in $\psi$, and the implicit function theorem [Rud76] can be applied to obtain conditions for the existence of a unique solution of the system of equations. However, the parameter vector, $\psi$, is in general complex and therefore an analytic form of the implicit function theorem is used [Ber77].

**Theorem 1 The Implicit Function Theorem**

*Let $f$ be continuously differentiable in an open set $E \subset \mathbb{C}^{n+q+1}$, with values in $\mathbb{C}^n$. Suppose $(a, b) \in E$, $f(a, b) = 0$, and

$$\det J(a, b) \neq 0,$$

where $J_{ij} = \frac{\partial f_i}{\partial \psi_j}$ is the Jacobian.

Then there exists a neighborhood $B$ of $b$ ($B \subset \mathbb{C}^n$) and a unique function $g$ which is continuously differentiable in $B$, with values in $\mathbb{C}^{q+1}$, such that $g(b) = a$, and

$$f(g(y), y) = 0 \quad (y \in B).$$

(4.9)*

Actually, if $q = n - 1$, the analytic implicit function theorem reduces to the analytic inverse function theorem.

Before the question of general uniqueness of the array parameterization is studied, two special cases will be considered. First, the uniqueness when estimating the DOAs in the presence of a known coupling is examined. Secondly, the calibration case where the DOAs are known and the coupling parameters are estimated is studied.

When the coupling is known, the DOAs in (4.7) are simply obtained by multiplication of the inverse of the coupling matrix.

$$A(\lambda) = C^{-1}y$$

(4.10)

Remember that the coupling matrix is assumed to be of full rank in all the cases considered here. Furthermore, in this case the results of [BM86b, NSS91, Swi92, WZ89b, Wax92] can then be applied since the introduction of a known full rank coupling matrix can easily be eliminated by multiplication by the inverse. Thus, the uniqueness properties do not change when a known coupling is introduced.

Next, consider the case when the DOAs are known and the coupling parameters are estimated. This corresponds to a calibration scenario using
known sources at known locations. The system of equations in (4.7) now becomes

\[ f(\psi, y) = C(c)a(\lambda) - y = 0, \]  

(4.11)

where only one source is considered as mentioned previously. However, since the unknown coupling parameters enter the expressions linearly, the equations can be rewritten as

\[ f(\psi, y) = M(\lambda)c - y' = 0. \]  

(4.12)

If the Jacobian is non-zero or the \( n \times n \) matrix \( M \) is non-singular, then according to Theorem 1 the solution is unique. Thus, the problem reduces to examine the rank of the matrix \( M \). Before a general formula for the \( M \) matrix is presented, first consider a special case. For an array of 7 elements, the relation \( C(c)a(\lambda) \) can be written as

\[
\begin{bmatrix}
1 & c_1 & c_2 & c_3 & c_4 & c_5 & c_6 \\
1 & c_1 & c_2 & c_3 & c_4 & c_5 & c_6 \\
1 & c_1 & c_2 & c_3 & c_4 & c_5 & c_6 \\
1 & c_1 & c_2 & c_3 & c_4 & c_5 & c_6 \\
1 & c_1 & c_2 & c_3 & c_4 & c_5 & c_6 \\
1 & c_1 & c_2 & c_3 & c_4 & c_5 & c_6 \\
1 & c_1 & c_2 & c_3 & c_4 & c_5 & c_6 \\
\end{bmatrix} \begin{bmatrix}
1 \\
\lambda \\
\lambda^2 \\
\lambda^3 \\
\lambda^4 \\
\lambda^5 \\
\lambda^6 \\
\end{bmatrix} = 0.
\]  

(4.13)

The equations in (4.13) are linear in the coupling parameters and can be rewritten as

\[
\begin{bmatrix}
1 & \lambda & \lambda^2 & \lambda^3 & \lambda^4 & \lambda^5 & \lambda^6 \\
\lambda & 1 + \lambda^2 & \lambda^3 & \lambda^4 & \lambda^5 & \lambda^6 & 0 \\
\lambda^2 & \lambda + \lambda^3 & 1 + \lambda^4 & \lambda^5 & \lambda^6 & 0 & 0 \\
\lambda^3 & \lambda^2 + \lambda^4 & \lambda + \lambda^5 & 1 + \lambda^6 & 0 & 0 & 0 \\
\lambda^4 & \lambda^3 + \lambda^5 & \lambda^2 + \lambda^6 & \lambda & 1 & 0 & 0 \\
\lambda^5 & \lambda^4 + \lambda^6 & \lambda^3 & \lambda^2 & \lambda & 1 & 0 \\
\lambda^6 & \lambda^5 & \lambda^4 & \lambda^3 & \lambda^2 & \lambda & 1 \\
\end{bmatrix} \begin{bmatrix}
1 \\
c_1 \\
c_2 \\
c_3 \\
c_4 \\
c_5 \\
c_6 \\
\end{bmatrix} = 0.
\]  

(4.14)

The \( M \) matrix is obtained by omitting the first column of the matrix in (4.14). If \( M \) is of full rank the coupling parameters are obtained by simply multiplying with the left-inverse of \( M \). To examine the rank of the \( M \) matrix, a few steps of Gaussian elimination are performed. First, subtract from each
row, except the first one, $\lambda$ times the preceding row

$$
\begin{bmatrix}
\lambda & \lambda^2 & \lambda^3 & \lambda^4 & \lambda^5 & \lambda^6 \\
1 & 0 & 0 & 0 & 0 & -\lambda^7 \\
0 & 1 & 0 & 0 & -\lambda^7 & 0 \\
0 & 0 & 1 & -\lambda^7 & 0 & 0 \\
0 & 0 & -\lambda^7 & 1 & 0 & 0 \\
-\lambda^7 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
$$

(4.15)

Thus if $\lambda^7 \neq \pm 1$, the columns of $M$ are independent and $M$ is of full column rank and the left-inverse exists. For the DOAs, this corresponds to

$$
\lambda^7 \neq \pm 1 \Rightarrow e^{j14kd\cos \phi} \neq e^{j2\pi} \Rightarrow \cos \phi \neq \frac{l\pi}{7kd} \quad l = 0, \ldots, 6.
$$

(4.16)

Therefore, if the maximum number of coupling parameters are estimated, the solution is unique for all angles except at 7 specific angles where the matrix becomes rank deficient. However, if 3 coupling parameters $(c_1, c_2, c_3)$ are estimated it works for all angles, since the first three columns in (4.15) are independent.

By studying the structure in (4.15) and (4.14) a general formula for $M$ can be found. The rows of the upper half become

$$
M_{i,:} = [\lambda^i, \lambda^{i-1} + \lambda^{i+1}, \ldots, 1 + \lambda^{2(i-1)}, \lambda^{2(i-1)+1}, \ldots, \lambda^{n-1}, 0, \ldots] \quad (4.17)
$$

and rows of the lower half are given by

$$
M_{i,:} = [\lambda^i, \lambda^{i-1} + \lambda^{i+1}, \ldots, \lambda^{2i+1-n} + \lambda^{n-1}, \lambda^{2i-n}, \ldots, 1, 0, \ldots]. \quad (4.18)
$$

If the number of sensors is odd, the middle row becomes

$$
M_{i,:} = [\lambda^i, \lambda^{i-1} + \lambda^{i+1}, \ldots, 1 + \lambda^{2(i-1)}, 0, \ldots] \quad (4.19)
$$

as was the case in the above example with 7 elements, see (4.14). The rank of $M$ is examined by performing a few row-reductions just as in the above example. Using the expressions for the rows of $M$ in (4.17)-(4.19), it is found that the structure will be similar to the one in the above example. The row-reduced matrix has ones on the main diagonal and $-\lambda^n$ on the anti-diagonal after row-reduction, and thus the $M$ is of full rank if $\lambda^n \neq \pm 1$ or

$$
\cos \phi \neq \frac{l\pi}{nk} \quad l = 0, \ldots, n - 1.
$$

(4.20)

Therefore, if the DOA of a single source is known, $n - 1$ coupling parameters defined like in (4.1) can be determined uniquely if the DOA does not
coincide with the \( n \) locations defined by (4.20). However, if the number of coupling parameters are reduced, the solution can be guaranteed to be unique. Considering only the left half of \( M \), those columns are guaranteed to be independent, see (4.15). Note that the number of estimated coupling parameters equals the number of columns of \( M \). Therefore, if only the left half of \( M \) is included, which corresponds to using\(^2\)

\[
q = q_0 = \lceil n/2 \rceil - 1
\]  

(4.21)
columns, \( q_0 \) coupling parameters can be determined uniquely.

Therefore, in a calibration scenario, all \( n - 1 \) coupling parameters can be uniquely determined if the signal and the DOA are known and not equal to the ambiguity angles of (4.20). To avoid the DOA ambiguity, the number of estimated parameters can be reduced to \( q_0 \) in order to obtain guaranteed uniqueness. However, at least for small arrays, it seems rather unlikely that the ambiguity angles can not be avoided in a calibration scenario. For larger arrays and more coupling parameters, the number of ambiguity angles increases. Since the problem experiences poor conditioning close to the ambiguity angles, the full number of estimated coupling parameters should not be estimated for larger arrays.

Now, the special cases of known DOAs or known coupling have been discussed. The general case when solving for both DOA and coupling can be analyzed by calculating the Jacobian of the system of equations in (4.7) and invoking Theorem 1. Here, only one unknown DOA is considered, since if the solution is unique for one column it will be unique for all columns, as discussed previously. Start once again by considering a special case with 5 elements and 4 coupling parameters. In that case the Jacobian becomes

\[
\begin{bmatrix}
\lambda & \lambda^2 & \lambda^3 & \lambda^4 & c_1 + 2c_2\lambda + 3c_3\lambda^2 + 4c_4\lambda^3 \\
1 + \lambda^2 & \lambda^3 & \lambda^4 & 0 & 1 + 2c_1\lambda + 3c_2\lambda^2 + 4c_3\lambda^3 \\
\lambda + \lambda^3 & 1 + \lambda^4 & 0 & 0 & c_1 + 2\lambda + 3c_1\lambda^2 + 4c_2\lambda^3 \\
\lambda^2 + \lambda^4 & \lambda & 1 & 0 & c_2 + 2c_1\lambda + 3\lambda^2 + 4c_1\lambda^3 \\
\lambda^3 & \lambda^2 & \lambda & 1 & c_3 + 2c_2\lambda + 3c_1\lambda^2 + 4\lambda^3 \\
\end{bmatrix}
\]  

(4.22)

Here, the left part of the Jacobian \((n - 1)\) left columns\) is recognized as the matrix that appeared when assuming the DOA to be known and solving for the coupling parameters. That matrix was possible to simplify using row-operations and conditions for full rank was derived. The last column corresponds to the estimation of the DOA and for the solution of both the coupling parameters and the DOA to be unique, the Jacobian must be of

\(^2\)The notation \(\lceil x \rceil\) denotes rounding off \( x \) to the nearest integer towards infinity.
full rank according to Theorem 1. Therefore, by performing the same row-operations as previously, the Jacobian can be written as

$$
\begin{bmatrix}
\lambda & \lambda^2 & \lambda^3 & \lambda^4 & c_1 + 2c_2\lambda + 3c_3\lambda^2 + 4c_4\lambda^3 \\
1 & 0 & 0 & -\lambda^5 & 1 + c_1\lambda + c_2\lambda^2 + c_3\lambda^3 - 4c_4\lambda^4 \\
0 & 1 & -\lambda^5 & 0 & c_1 + \lambda + c_1\lambda^2 + c_2\lambda^3 - 4c_3\lambda^4 \\
0 & -\lambda^5 & 1 & 0 & c_2 + c_1\lambda + \lambda^2 + c_1\lambda^3 - 4c_2\lambda^4 \\
-\lambda^5 & 0 & 0 & 1 & c_3 + c_2\lambda + c_1\lambda^2 + \lambda^3 - 4c_1\lambda^4 \\
\end{bmatrix}
$$

(4.23)

To show that the determinant of the matrix in (4.23) is non-zero, i.e. full rank, seems hard. An even harder problem is to generalize to \( n \) sensors and \( q \) coupling parameters. That is an open problem which demands more work, but for one simple special case the solution can be shown to be unique and thus the parameterization of the array in that case unambiguous. Consider the same 5 element array, but let only one coupling parameter be used. In that case, it suffices to show that the first column (corresponding to the coupling parameter) and the last column (corresponding to the DOA) are independent.

$$
\begin{bmatrix}
\lambda & c_1 \\
1 & 1 + c_1\lambda \\
0 & c_1 + \lambda + c_1\lambda^2 \\
0 & \lambda(c_1 + \lambda + c_1\lambda^2) \\
-\lambda^5 & c_1\lambda^2 + \lambda^3 - 4c_1\lambda^4 \\
\end{bmatrix}
$$

(4.24)

Subtracting \( \lambda \) times the second row from the first and changing order gives

$$
\begin{bmatrix}
1 & 1 + c_1\lambda \\
0 & c_1 - \lambda - c_1\lambda^2 \\
0 & c_1 + \lambda + c_1\lambda^2 \\
0 & \lambda(c_1 + \lambda + c_1\lambda^2) \\
-\lambda^5 & c_1\lambda^2 + \lambda^3 - 4c_1\lambda^4 \\
\end{bmatrix}
$$

(4.25)

Furthermore, adding the third row to the second shows that the columns are independent. Adding more sensors only results in taller columns but the first rows remain unchanged. Therefore, the parameterization using one coupling parameter is locally unambiguous for arrays containing 5 elements or more. This analysis started with a five element array and more work is needed to prove that a smaller number of elements also results in an unambiguous parameterization using one coupling parameter. Also, extending to more coupling parameters requires further work. However, the more elements that are included the taller the vectors become and it becomes more likely that the set of columns in question become independent.
4.2.的独特性

前一节分析了阵列参数化是否唯一。为了证明在方程（4.5）中的未知信号、角度和耦合一般情况下的参数化是唯一的似乎很困难。另一个有趣的问题是，当p个信号以未知方向从n个传感器发生时，能唯一估计多少个耦合参数。在那种情况下，分析将变得更加复杂。因此，需要推导出一个必要条件，该条件给出了能估计的耦合参数的最大数目。

一个有效条件是所有类型阵列（不仅仅是ULA）都可以从解析隐函数定理中推导出来。根据第3.3.1节的讨论，所有信息都包含在二次矩中，而且由于独特性问题与估计问题分离，噪声可以消除。所有信息都包含在信号的特征向量Es中。假设信号矩阵S是秩p'，则方程（4.5）的独特性关系可以写为

\[ \text{Es} = \text{C(c)A(φ)T}, \]

（4.26）

其中信号通过p × p'矩阵T的秩p'。必要条件是获得唯一的解（c, φ, T），当然必须至少有等数的未知数和独立方程，例如[Ber77, Rud76]。方程的实数方程是2np'，因为有n个传感器和p'个独立的复信号。实数未知数是2q + p + 2pp'，对应于q个复耦合参数、p个真实DOAs和pp'个复元素的矩阵T。必要条件是解的方程数比未知数大

\[ 2np' \geq 2q + p + 2pp'. \]

（4.27）

一个有用的表述是上面关系的表达，以表示需要估计的p个信号的总数和一个总秩p'的元素

\[ n \geq p + \frac{p}{2p'} + \frac{q}{p'}. \]

（4.28）

耦合参数的估计结果导致需要增加的天线元素数以获得唯一估计。这种成本的增加很容易从一个例子中看出。假设信号是满秩，即p' = p，并研究三种不同情况：1) 无耦合参数被估计，2) 减少耦合模型具有n−1个参数，和3) 减少耦合模型具有只有2个复参数。根据（4.28）计算所需元素数n的计算是显示在图4.3中的。引入耦合参数的代价
Figure 4.3: The number of elements necessary for the existence of a unique solution when \( p \) signals are incident upon the array.

is rather small. Usually only one additional element is needed to obtain unique estimates. Note that estimating a single DOA and the full number of coupling parameters \((n - 1)\) is not possible if the estimates are to be unique. It is important to remember that the figures presented here only represent a necessary condition for the solution to be unique. Furthermore, the result in (4.28) reduces to the result in [BM86b, WZ89b] when no coupling is present, but it differs slightly from the results in [FW91], which also includes coupling and uncertainties in gain and phase of the elements.

4.3 Conclusions

If it is not possible to obtain the coupling matrix through calibration, one way of reducing the effects of an unknown coupling is to estimate the coupling along with the DOAs. However, in that case a simple model with relatively few parameters is needed since it must be estimated using the same data. In this chapter, a reduced coupling model with less parameters than the full coupling model derived using electromagnetics, was introduced. This model, a banded symmetric Toeplitz matrix, coincided with the model conjectured in [FW91], but here it was based on physical reasoning. Note that although the reduced model captures the properties of the full electromagntical model of the coupling, it of course deteriorates the direction finding. Therefore, a
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calibration scheme where the full coupling matrix is estimated should be applied if possible. But if not possible, estimating the coupling reduces the effects of an unknown coupling.

When estimating the coupling along with the DOAs new problems arise. One problem is the question of uniqueness of the estimates of the parameters of the reduced coupling model. This was analyzed in this chapter and although no general results regarding the uniqueness were obtained, it was shown that the parameterization of the array, in a calibration scenario, is locally unambiguous. If the number of coupling parameters are equal to or less than \( \lceil n/2 \rceil - 1 \), the parameterization is locally unambiguous for all DOAs. Otherwise the parameterization becomes ambiguous at \( n \) different angles in that calibration scenario. For the case of both unknown DOA and coupling, no general results were obtained, but it was found that arrays with more than four elements are unambiguously parameterized (locally) if one coupling parameter is used.

Furthermore, a necessary condition for uniqueness was presented. In the next chapter, this reduced model is used to estimate both the coupling and the DOAs using different methods.
Chapter 5

Estimation With an Unknown Coupling

If it is not possible to obtain the coupling matrix through calibration or some other means, the effects of an unknown coupling can be mitigated by estimating both the coupling and the DOAs. However, the number of unknown parameters generally becomes too large if a direct estimation of the elements of the coupling matrix is performed together with a DOA estimation. Using the reduced coupling model, derived in the previous chapter, the number of parameters becomes feasible. Here, the reduced coupling model will be used throughout this chapter in the simple scenario of a completely unknown coupling. In practice, some knowledge of the coupling usually exists, which of course should be used.

First, the model and the stochastic assumptions will be reviewed. Then, the Stochastic Maximum Likelihood (SML) estimator for the present data model, is derived. The Cramér-Rao lower Bound on the variance for the case of an unknown coupling is derived based on the SML expressions.

After establishing the lower bound, several methods of estimation are discussed. Estimation of an unknown mutual coupling has received very little interest in the signal processing literature. An iterative version of the MUSIC method, that estimates both coupling and DOAs, was developed in [FW91]. Therefore, that iterative MUSIC algorithm is discussed first and some related methods are proposed. Furthermore, the NSF method is extended to estimate both an unknown coupling and the DOAs. The properties of the different estimation methods are then examined and compared to the CRB in a few computer experiments. The chapter is concluded by briefly considering the problem of signal detection in the presence of an unknown coupling.
5.1 Data Model

The input data to the estimation algorithms in the following sections are the measured voltages of the antenna elements. As before, the antenna is a uniform linear array of \( n \) dipoles and \( p \) waves are incident upon the array. One important difference to the case of a known coupling is that the reduced coupling model is used here. Sampling the voltages \( x(t) \) at \( N \) time instants \( t = t_1, \ldots, t_N \) (taking \( N \) ”snapshots”) gives the following model

\[
X = CA(\phi)S + N, \tag{5.1}
\]

where

\[
X = \begin{bmatrix} x(t_1) & \cdots & x(t_N) \end{bmatrix}, \tag{5.2}
\]

\[
S = \begin{bmatrix} s(t_1) & \cdots & s(t_N) \end{bmatrix}, \tag{5.3}
\]

\[
N = \begin{bmatrix} n(t_1) & \cdots & n(t_N) \end{bmatrix}. \tag{5.4}
\]

The matrix of measured voltages \( X \) is \( n \times N \), the signal matrix \( S \) is \( p \times N \), the noise matrix \( N \) is \( n \times N \), and the coupling matrix \( C \) is \( n \times n \) with elements \( C_{ij} = c_{|i-j|} \). Note that \( c_0 = 1 \) and \( |c_i| < 1 \forall 1 \leq i \leq q \). The steering matrix \( A(\phi) \) is \( n \times p \), and for a ULA it has a Vandermonde structure with elements \( [A(\phi)]_{vw} = e^{-jkd(v-1)\cos\phi_w} \), where \( k \) is the wavenumber and \( d \) is the element separation distance. The DOAs are contained in the parameter vector \( \phi \).

Furthermore, the coupling matrix is assumed to be of full rank and both the signal \( s(t) \) and the noise \( n(t) \) are circularly Gaussian distributed as in Section 3.1. Also, the number of dipoles are chosen as to fulfill the necessary condition derived in previous section

\[
n \geq p + \frac{p}{2p'} + \frac{q}{p'}, \tag{5.5}
\]

where \( p' \) is the rank of the signal matrix \( S \) and \( q \leq n - 1 \) is the number of coupling parameters used.

Based on the data model in (5.1) and the statistical assumptions above, the maximum likelihood estimator for an unknown coupling and unknown DOAs will be derived in the next section.

5.2 Maximum Likelihood

The method of Maximum Likelihood estimation is one of the most popular estimation method used in signal processing. One of the reasons is that
for large enough data records the ML estimator is approximately the Minimum Variance Unbiased (MVU) estimator, and thus it is asymptotically efficient. Here, the maximum likelihood estimator for the data model presented in the previous section will be derived. Since not only the noise, but also the signals, are assumed to be stochastic, the resulting maximum likelihood method is usually called the Stochastic Maximum Likelihood (SML) method, see Section 3.3.3. For the coupling-free case the SML has been derived in a concentrated form [Böh86, Jaf88, SN95]. The derivation of the SML, when an unknown coupling is present, follows basically the same lines as the coupling-free case. However, some properties do change and of course the number of unknowns increase, and therefore the important steps of the derivation are included in some detail in Appendix 5A.

The SML estimation method is based on maximizing the likelihood by choosing the values of the unknown parameters that give the maximum. The unknown parameters are the DOAs $\phi$, the coupling $c$, and the free parameters of the signal and noise covariances. Note that both the coupling parameters $c_i$ and the signal covariance $P$ are in general complex. When the objective is to estimate the DOAs, the signal and noise covariances are nuisance parameters and the expression that is to be maximized can be concentrated into the following form

\[ \hat{\Theta} = \{\hat{\phi}, \hat{c}\} = \arg\min_{\phi,c} V_{SML}(\phi, c) = \arg\min_{\phi,c} \log \det \left( \mathbf{CA} \hat{P} \mathbf{A}^H \mathbf{C}^H + \hat{\sigma}^2 \mathbf{I} \right), \]

where

\[ \hat{P} = (\mathbf{CA})^\dagger \left[ \hat{\mathbf{R}} - \hat{\sigma} \mathbf{I} \right] (\mathbf{CA})^\dagger \]

\[ \hat{\sigma}^2 = \frac{1}{n-p} \text{Tr} \left\{ \mathbf{P}_{CA}^\perp \hat{\mathbf{R}} \right\}. \]

Note that the dependence of $\mathbf{C}(c)$, $\mathbf{A}(\phi)$, $\hat{\mathbf{P}}(\phi, c)$, and $\hat{\sigma}^2(\phi, c)$ on the parameters have been omitted in order to reduce the notation complexity. For a more detailed discussion of deriving the likelihood function, see Appendix 5A. To obtain a closed form solution for the coupling or the DOAs is, in general, not possible. Therefore, the parameter values are obtained through a numerical search. Many different optimization techniques have been proposed in the signal processing literature. Here, a damped Newton method [DS83] will be used. The estimate is calculated iteratively as

\[ \Theta^{k+1} = \Theta^k - \mu_k \mathbf{H}^{-1} \mathbf{V}', \]

where $\Theta^k$ is the estimate at iteration $k$, $\mu_k$ is the step length, $\mathbf{H}$ denotes the Hessian matrix of the criterion function, and $\mathbf{V}'$ denotes the gradient. The
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Hessian and the gradient are evaluated at \( \Theta^k \). The step length is chosen using a simple scheme, starting with a value \( \mu \leq 1 \) and then decreasing the value until the value of the criterion function is less than in previous iteration. If the criterion not decreases, the iteration is terminated. Of course there is no guarantee that the search will end in the global minimum. However, if the search is initiated "sufficiently close", the global minimum will be found.

When implementing the above search method, two problems appear. First, for \(-H^{-1}V\) to be a descent direction the Hessian must be positive definite, which not necessarily have to be the case far from the true optimum. Also, the evaluation of the Hessian is computationally cumbersome, and therefore the Hessian is replaced by the Fisher Information Matrix (FIM), which is more easily evaluated and also guaranteed to be positive definite if the estimation problem is well posed. This leads to a method that in the statistical literature is known as the scoring method [OVSN93]. Furthermore, it will be shown in the next section that the asymptotic Hessian essentially coincides with the asymptotic covariance matrix of the estimates. Since, the ML method is statistically efficient, an expression for the FIM and the Cramér-Rao lower bound are thus also found.

In order to implement the search, the gradient and the asymptotic Hessian of the criterion function in (5.6) must be calculated. The steps involved in this calculation are similar to those in [SN90b], but the introduction of the coupling matrix results in slight changes. The calculations are included in Appendix 5A, where it also is shown that the gradient becomes

\[
V'(\Theta) = \begin{bmatrix} 
2\text{Re} \text{Tr} \left[ \hat{G} A^H C^H \hat{R} P_{CA} \frac{\partial (CA)}{\partial \theta_1} \right] \\
\vdots \\
2\text{Re} \text{Tr} \left[ \hat{G} A^H C^H \hat{R} P_{CA} \frac{\partial (CA)}{\partial \theta_{p+2q}} \right]
\end{bmatrix},
\]

(5.10)

where

\[
\hat{G} = (A^H C^H \hat{R} CA)^{-1} - \frac{1}{\hat{\sigma}^2} (A^H C^H CA)^{-1},
\]

(5.11)

and \( \hat{\sigma}^2 \) is defined in (5.8). The estimated covariance matrix, \( \hat{R} \), is defined in (3.15). The expression for the asymptotic Hessian is also derived in Appendix 5A

\[
H = V''_{\Theta}(\Theta) = \begin{bmatrix} 
H_{\phi\phi} & H_{\phi c} \\
H_{\phi c} & H_{cc}
\end{bmatrix}.
\]

(5.12)

The block matrices are as follows

\[
H_{\phi\phi} = \frac{2}{\sigma^2} \text{Re} \left\{ \left( (PA^H C^H R^{-1} CA)^T \odot (D^H C^H P_{CA} \perp CD) \right) \right\},
\]

(5.13)
where
\[
D = \left[ \frac{\partial a(\phi)}{\partial \phi} \right]_{\phi=\phi_1}, \ldots, \left[ \frac{\partial a(\phi)}{\partial \phi} \right]_{\phi=\phi_M}. \tag{5.14}
\]

Also,
\[
H_{\phi c} = \left[ \frac{\partial^2 V_a}{\partial \phi \partial c_r} \frac{\partial^2 V_a}{\partial \phi \partial c_i} \right] = H_{\phi c}^T, \tag{5.15}
\]

where
\[
\frac{\partial^2 V_a}{\partial \phi \partial c_r}_{ij} = \frac{2}{\sigma^2} \text{Re} \text{Tr} \left[ PA^H C^H R^{-1} CAPA^H Y_j P^\perp CA \frac{\partial A}{\partial c_r} \right], \tag{5.16}
\]
\[
\frac{\partial^2 V_a}{\partial \phi \partial c_i}_{ij} = -\frac{2}{\sigma^2} \text{Im} \text{Tr} \left[ PA^H C^H R^{-1} CAPA^H Y_j P^\perp CA \frac{\partial A}{\partial c_i} \right], \tag{5.17}
\]

and \( Y_k \) is banded symmetric Toeplitz matrix with zeros everywhere except on the \( k^{th} \) and the \(-k^{th}\) subdiagonal which consists of ones. Finally,
\[
H_{cc} = \begin{bmatrix} H_{c_r c_r} & H_{c_r c_i} \\ H_{c_i c_r} & H_{c_i c_i} \end{bmatrix}, \tag{5.18}
\]

where
\[
[H_{c_r c_r}]_{ij} = \frac{2}{\sigma^2} \text{Re} \text{Tr} \left[ PA^H C^H R^{-1} CAPA^H Y_j P^\perp CA Y_i A \right], \tag{5.19}
\]
\[
[H_{c_r c_i}]_{ij} = -\frac{2}{\sigma^2} \text{Im} \text{Tr} \left[ PA^H C^H R^{-1} CAPA^H Y_j P^\perp CA Y_i A \right], \tag{5.20}
\]
\[
[H_{c_i c_r}]_{ij} = -\frac{2}{\sigma^2} \text{Re} \text{Tr} \left[ PA^H C^H R^{-1} CAPA^H Y_j P^\perp CA Y_i A \right]. \tag{5.21}
\]

Now, using the scoring method, i.e. equation (5.9) with the gradient and Hessian in (5.10) and (5.12), the implementation of the SML method is straightforward.

The relation between the SML method and the Cramér-Rao bound will be used in the next section to derive a formula for the CRB.

### 5.3 Direction Finding Accuracy

When comparing different estimation schemes, it is important to known the fundamental performance limit of the estimation problem at hand. The Cramér-Rao lower bound gives the lowest possible variance of an unbiased estimator and thus serves as a fundamental performance limit that is useful when comparing different estimation schemes. In Section 3.2, the CRB was calculated for the case of a known mutual coupling. Here, the bound will be calculated when an unknown mutual coupling is present.
The Cramér-Rao lower bound for a parameter vector $\Theta$ is defined as

$$E\{(\hat{\Theta} - \Theta_0)(\hat{\Theta} - \Theta_0)^T\} \geq I^{-1}(\Theta), \quad (5.22)$$

where $I(\Theta)$ is the FIM with elements

$$I(\Theta)_{ij} = -E \left[ \frac{\partial^2 \log p(x; \Theta)}{\partial \Theta_i \partial \Theta_j} \right]. \quad (5.23)$$

Note that $p(x; \Theta)$ is the probability density function for the measurements parameterized by the unknown parameters $\Theta$ that are to be estimated. When viewed as a function of the unknown parameters $\Theta$, $p(x; \Theta)$ is termed the likelihood function.

The CRB is usually evaluated using (5.22)-(5.23) and for the coupling free case, formulas have appeared in [Ban71, Sch81]. However, when estimating the DOAs, the signal and noise covariances can often be regarded as nuisance parameters and thus the CRB for these parameters are not important. A more compact expression for the CRB on the DOAs is possible to obtain by observing the fact that the likelihood function can be concentrated regarding the signal and the noise covariance as derived in the previous section. Compact expressions for the CRB for the coupling free case have been derived in [OWVK89, SN90b].

The CRB for the case when an unknown mutual coupling is present has been derived in the literature [FW91], where also the phase and gain of the antenna elements are considered unknown. In that derivation the definition in (5.22) was used, resulting in a large Fisher matrix to be inverted. Here, compact expressions for the CRB on the DOAs in the presence of an unknown mutual coupling will be derived based on the concentrated likelihood function.

An expression for the CRB on the DOAs can be derived by exploiting the relation between the ML method and the CRB. From general statistical theory it follows that if there is a unique solution, the ML estimator converges in probability to the true parameter vector under very general conditions [KS61]. Furthermore, the ML estimator is found to be asymptotically efficient [KS61], i.e. the covariance matrix for the ML estimates coincides with the CRB for large number of samples ($N \gg 1$). Once the asymptotic expression for the covariance matrix for the ML estimates is obtained, the general CRB formula is also obtained. The number of samples enters only as a scaling, since the likelihood expression is proportional to the number of samples, and therefore is the CRB expression valid for all $N$ [SN90b].

An expression for the asymptotic covariance matrix for the SML estimates is calculated in Appendix 5B and the general CRB with an unknown coupling
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becomes
\[
E\{ (\hat{\Theta} - \Theta_0)(\hat{\Theta} - \Theta_0)^T \} \geq \mathbf{B}_{STO_c} = \frac{1}{N} [V''_a(\Theta)]^{-1},
\] (5.24)
where the asymptotic Hessian is defined in (5.12).

However, in most cases the variance of the DOA estimates is important and it is of interest to obtain an explicit expression for these. In (5.12) the asymptotic Hessian is written in a block matrix form and a partitioned inverse can be obtained as
\[
\mathbf{B}_{STO_c}^{\phi\phi} = \frac{1}{N} \mathbf{H}^{-1} + \frac{1}{N} \mathbf{H}^{-1}_{\phi\phi} \mathbf{H}_{\phi\phi}^{-1} \mathbf{H}_{\phi\phi}^{T} \mathbf{H}_{\phi\phi}^{-1} \mathbf{H}_{\phi\phi}^{T} \mathbf{H}_{\phi\phi}^{-1}. \quad (5.25)
\]
Note that since the Hessian is evaluated at the true parameters it is positive definite and the inverse exists, if the problem is well posed. The first term in (5.25) is the CRB in the case of a known coupling. The second term is positive definite, since the second term is a quadratic form of the Schur complement which is positive definite if the Hessian is [SS89]. The CRB, when an unknown coupling is present, is therefore always larger than when the coupling is known
\[
\mathbf{B}_{\text{unknown}}^{\phi\phi} > \mathbf{B}_{\text{known}}^{\phi\phi}. \quad (5.26)
\]
The above result is very intuitive and of course expected. It is interesting to examine how much larger the bound becomes when the DOAs are estimated together with an unknown coupling compared to the case when the coupling is known. Also, it is interesting to compare with the hypothetical coupling free case.

First note that in this chapter, an unknown coupling is estimated using the data model in (5.1), where the reduced coupling model is used. That model is also used when calculating the CRB. If the data are generated using a different model, a modeling error will occur and in that case the formula for the CRB should be modified to include a biased estimator, see [SS89]. However, in this case the analysis of the model errors seems complicated. Thus, the different estimation schemes are examined using data generated from the reduced coupling model and no model error is present. The calculated CRB for a known coupling in this section will therefore differ from the CRB for a known coupling calculated in Section 3.2 since different coupling matrices are used. The difference will however be rather small, since the reduced coupling model relatively well describes the coupling. The coupling parameter values are here chosen from the first column of the coupling matrix calculated using electromagnetics. Usually, only a few coupling parameters are included when estimating and that also give rise to a small difference. In the following, the increase in the square root of the CRB (the standard deviation) when the
coupling needs to be estimated (using the reduced model), is compared to when the coupling is known. Although these comparisons of the CRB for different cases gives some insight on how well it is possible to estimate the DOAs, it is only meaningful for reasonably large SNRs. For high SNR scenarios the model error will dominate in a realistic scenario. Here, however, the data are generated using the same model as the estimators are based on and, thus the estimators considered here will be asymptotically unbiased.

In Figure 5.1, the ratio of the standard deviation for an unknown coupling and a known coupling for $\phi_2$ versus the angles is shown. An array of 5 $\lambda/2$ dipoles spaced $\lambda/2$ apart is used, and only one coupling parameter is estimated ($q = 1$). The ratio is larger than unity, but the increase is not dramatic. Also, the ratio is above unity everywhere due to the fact that the CRB for an unknown coupling is always larger than the CRB for a known coupling as found in (5.26). It is also important to note that the main diagonal corresponds to two waves arriving from the same angle and thus impossible to discriminate. The Hessian becomes rank deficient and the CRB becomes infinite. Therefore, it is hard to draw any conclusions regarding the valley that appear along the main diagonal. A similar figure for $\phi_1$ also exists, but is not shown since it is only a mirrored version.

Increasing the number of coupling parameters that are estimated also
Figure 5.2: The ratio of the standard deviation for unknown coupling and known coupling for $\phi_2$ versus the angles for an array of $5 \lambda/2$ dipoles spaced $\lambda/2$ apart and $q = 2$.

increases the CRB. In Figure 5.2, the same array as in Figure 5.1 is used but the number of estimated coupling parameters, $q$, is two. Here, the increase of the standard deviation when the coupling needs to be estimated is larger than when only one parameter was estimated. For angles close to end-fire, where it is hard also in the coupling free case to estimate the DOAs, the increase is especially large.

Estimating more coupling parameters further increases the CRB, and the numerical evaluation becomes more critical. When a full coupling matrix is used, i.e. four coupling parameters for a 5 element array, then the smooth surface in the previous figures disappears, indicating that the problem is close to singular. Estimating a large number of coupling parameters, although below the necessary condition derived in Section 4.2, results in a large variance and often the gain in a smaller bias is not worth the large variance of the estimates.

Increasing the number of elements allows for a larger number of coupling parameters to be estimated. In Figure 5.3, two coupling parameters are estimated using a 10 element array. Comparing with Figure 5.2 where also two coupling parameters are estimated but with a five element array it is found that the CRB ratio is much lower for the larger array. Thus, more coupling parameters can be estimated using a larger array, and a better
model fit can therefore be obtained. The same array, as in in Figure 5.3, but with almost a full coupling matrix is shown in Figure 5.4. Six out of nine parameters are used, and since the coupling decreases rapidly (see Figure 3.2), this many parameters are usually not needed.

All the CRB ratios presented in the above figures were calculated as the ratio of the CRB for an unknown coupling to a known coupling, since that clearly illustrates the increase in variance when the coupling is unknown. However, the ratio of the CRB for an unknown coupling to the hypothetical coupling free case is essentially the same. In Figure 5.5, the ratio for a known coupling to the hypothetical coupling free case is shown for the 10 element array with six coupling parameters used in Figure 5.4. The ratio is close to unity for most angles, and thus using the CRB for a known coupling or the CRB for the hypothetical coupling free case to calculate the ratio essentially gives the same result.

Now, a lower bound on the variance (CRB) has been obtained that can be used to address the quality of different estimation schemes. In the following sections a few methods of estimating both an unknown coupling and DOAs are discussed. Then, some simulations are performed where these methods are compared to each other and to the CRB that was derived in this section.
Figure 5.4: The ratio of the standard deviation for unknown coupling and known coupling for $\phi_2$ versus the angles for an array of 10 $\lambda/2$ dipoles spaced $\lambda/2$ apart and $q = 6$.

Figure 5.5: The ratio of the standard deviation for a known coupling and without coupling for $\phi_2$ versus the angles for an array of 10 $\lambda/2$ dipoles spaced $\lambda/2$ apart and $q = 6$. 
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5.4 Iterative MUSIC

The SML method requires a multidimensional search, which is computationally demanding already when only DOAs are estimated. The search becomes even more demanding when $q$ coupling parameters are added. Also, the initialization of the search becomes more important the more parameters that are estimated, and the possibilities of ending up in a local minimum increases. Therefore, it is of great interest to eliminate the full parameter search, or at least reduce the number of parameters that are needed to search over. In [FW91], an iterative version of the MUSIC algorithm that accounts for an unknown coupling as well as gain and phase uncertainties is presented. The only search performed is the DOA search, i.e. search for peaks in the MUSIC spectrum just as in the coupling free case. The price that has to be paid for this reduction in computational complexity is that the estimation scheme must be performed several times, i.e. iterated. Unfortunately, it was found in [PK91] that the iterative MUSIC method of [FW91] gives nonunique estimates and in [PF94] that it experiences slow convergence. The main reason for this is the fact that both an mutual coupling and unknown gain and phase are estimated in [FW91], leading to an ambiguous array parameterization. However, for the case of only an unknown mutual coupling, the analysis in Chapter 4 is valid and non-uniqueness can be avoided.

Using the notation in the previous sections the criterion that is minimized becomes [FW91]

$$J_c = \| \hat{E}_n^H C(c) \Gamma A(\phi) \|_F^2 = \sum_{k=1}^{p} \| \hat{E}_n^H C(c) \Gamma a(\phi_k) \|_F^2, \quad (5.27)$$

where $F$ denotes the Frobenius norm, $\hat{E}_n$ the noise eigenvectors (see (3.10)), and $\Gamma$ contains the gain and phase. Here, only the mutual coupling will be studied and thus $\Gamma = I$ will be assumed in the following. Furthermore, in [FW91] the coupling model is the same as the reduced coupling model derived in previous sections. In [FW91], however, no detailed physical motivation was presented. A similar model for a circular array was also conjectured in [FW91].

Now, when estimating the DOAs and the unknown mutual coupling the estimation scheme becomes an iterative two step procedure.

*Step 1: Estimating the DOAs*

Search for the $p$ highest peaks in the MUSIC spectrum

$$P_{MU}(\phi) = \| \hat{E}_n^H C(c) a(\phi) \|^{-2}. \quad (5.28)$$

The DOAs estimates are then taken as the angles where these peaks appear. Note that this is the same step as in the MUSIC algorithm for a known
5.4. ITERATIVE MUSIC

coupling. In the first iteration, the identity matrix is used as coupling matrix.

Step 2: Estimating the Mutual Coupling

Insert the estimated DOAs from previous step in the criterion function \( J_c \).
The following lemma [FW91] will then prove useful.

**Lemma 1** For any \( M \times 1 \) complex vector \( \mathbf{x} \) and any \( M \times M \) banded complex symmetric Toeplitz matrix \( \mathbf{B} \)

\[
\mathbf{B} \mathbf{x} = \mathbf{Q}(\mathbf{x}) \cdot \mathbf{b} \tag{5.29}
\]

where the \( L \times 1 \) vector \( \mathbf{b} \) is given by

\[
\mathbf{b}_i = \mathbf{B}_{1i}, \quad i = 1, 2, \ldots, L \tag{5.30}
\]

and \( L \) is the highest subdiagonal that is different from zero. The \( M \times L \) matrix \( \mathbf{Q}(\mathbf{x}) \) is given by the sum of the following matrices

\[
[W_1]_{kl} = \begin{cases} 
\mathbf{x}_{k+l-1}, & k + l \leq M + 1 \\
0, & \text{otherwise}
\end{cases} \tag{5.31}
\]

\[
[W_2]_{kl} = \begin{cases} 
\mathbf{x}_{k-l-1}, & k \geq l \geq 2 \\
0, & \text{otherwise}
\end{cases}
\]

Using Lemma 1 the criterion function can be written as

\[
J_c = \mathbf{c}^H \left\{ \sum_{k=1}^{p} \mathbf{Q}^H(k) \hat{\mathbf{E}}_n \hat{\mathbf{E}}_n^H \mathbf{Q}(k) \right\} \mathbf{c}, \tag{5.32}
\]

where

\[
\mathbf{Q}(k) = \mathbf{Q}(\mathbf{a}(\phi_k)) \tag{5.33}
\]

\[
\mathbf{c} = [1 \; \mathbf{c}^T]^T \tag{5.34}
\]

\[
\mathbf{c}_k = \mathbf{C}_{1k}, \quad k = 1, 2, \ldots, L \tag{5.35}
\]

and the vector \( \mathbf{c} \) contains the unknown coupling parameters. Now, (5.32) represents a quadratic minimization problem under a linear constraint, since the coupling matrix \( \mathbf{C} \) is assumed to be unity on the main diagonal. Solving the constrained minimization problem using Lagrangian multipliers

\[
\hat{\mathbf{c}} = \mathbf{G}^{-1} \mathbf{1}_1 (\mathbf{1}_1^T \mathbf{G}^{-1} \mathbf{1}_1)^{-1}, \tag{5.36}
\]

where

\[
\mathbf{G} = \sum_{k=1}^{p} \mathbf{Q}^H(k) \hat{\mathbf{E}}_n \hat{\mathbf{E}}_n^H \mathbf{Q}(k). \tag{5.37}
\]
Note that the vector $\mathbf{1}_1$ has a one in the first position and the rest is zero.

The iterative MUSIC algorithm thus estimates the DOAs in Step 1 and estimates the coupling in Step 2, and the final estimates are obtained by iterating between these two steps. At each iteration the value of the criterion function decreases, and thus convergence is guaranteed [FW91] which is very important. Another important property of an iterative algorithm is how many iterations that are usually needed. The convergence rate of the iterative MUSIC method and the iterative methods introduced in the next section will be examined in some simulation examples in Section 5.7

### 5.5 Other Iterative Methods

The idea to iteratively estimate the DOAs and the coupling parameters is very intuitive, and can of course be applied to other DOA estimation algorithms. Many methods for estimating the DOAs when a known coupling is present can be formulated iteratively when an unknown coupling is present. The main reason for formulating an iterative procedure is to reduce the computational cost by avoiding an extensive numerical search, and thus also avoiding initialization and convergence problems. A closed form solution for the coupling parameter should therefore exist in order to avoid a numerical search for the coupling parameters. First, a straightforward extension of the Root-Music to the case of unknown coupling will be discussed. The Root-Music method can the formulated as two steps:

#### Step 1: Estimating the DOAs

When the array is a ULA, the search in the MUSIC method for the DOAs can be avoided by viewing the MUSIC function as a polynomial in $z = e^{jkd \cos \phi}$, exactly like the known coupling case, see Section 3.3.3. The DOA estimates are then obtained by picking the $p$ roots of the polynomial (3.18)

$$f(z) = \mathbf{a}^T (z^{-1}) \mathbf{C}^H \hat{\mathbf{E}}_n \hat{\mathbf{E}}_n^H \mathbf{C} \mathbf{a}(z).$$

(5.38)

closest to the unit circle, $\hat{z}_i$, and calculate the angle and solve for $\phi_i$ in $\angle \hat{z}_i = \angle e^{-jkd \cos \phi_i}$.

#### Step 2: Estimating the Mutual Coupling

Return to the MUSIC criterion and insert the DOA estimates into the criterion

$$J_c = \| \hat{\mathbf{E}}_n^H \mathbf{C}(\mathbf{c}) \mathbf{A}(\hat{\phi}) \|_F^2,$$

(5.39)

where the estimates of the coupling parameters $\hat{\mathbf{c}}$ are taken as the values of $\mathbf{c}$ that minimize the criterion function. The same formulas result as in the
iterative MUSIC method in the previous section

\[ \hat{c} = G^{-1}1_1(1_1^TG^{-1}1_1)^{-1}, \]  

(5.40)

where

\[ G = \sum_{k=1}^{p} Q^H(k)\hat{E}_n\hat{E}_n^HQ(k). \]  

(5.41)

However, at the true parameters the noise eigenvectors are orthogonal to the steering matrix or \( \hat{E}_n \perp A_e \), and the criterion in (5.39) becomes zero. Since the criterion also can be written as a quadratic form of \( G \), this means that \( G \) becomes singular. Close to the minimum, \( G \) therefore becomes ill conditioned, and the expression for coupling estimates that includes \( G^{-1} \) needs to be modified. By applying the formula of a partitioned inverse, [Lüt96], the coupling estimates can be written as

\[ \hat{c} = -G_{22}^{-1}G_{12}^H, \]  

(5.42)

where \( G \) is partitioned as

\[ G = \begin{bmatrix} G_{11} & G_{12} \\ G_{12}^H & G_{22} \end{bmatrix}. \]  

(5.43)

Note that \( G_{11} \) is a scalar and that the matrix \( G \) is Hermitian, i.e. \( G = G^H \). This expression for the coupling estimates is better conditioned and can be used close to the minimum, i.e. close to the true parameters. This modification of the coupling estimate is of course suitable to make also in the iterative MUSIC method described in the previous section.

The iterative Root-Music algorithm estimates the DOAs in \textit{Step 1} and estimates the coupling in \textit{Step 2}, and the final estimates are obtained by iterating between these two steps just as in the iterative MUSIC method. The drawback of this method is that convergence is not guaranteed, since the roots of the polynomial (3.18) are not exactly the minima of the criterion function in (5.39). The minima for the criterion function lie by definition on the unit circle, but the roots of polynomial lie close to the unit circle, but not exactly on the unit circle. Usually this difference is small and the method works well, but due to this fact convergence can not be guaranteed.

Another method that would be interesting to obtain an iterative form of is the ESPRIT method. However, it appears difficult to obtain an iterative method with guaranteed convergence without resorting to a numerical search. Nevertheless, it is straightforward to extend the ESPRIT algorithm to a two step iterative version for the case of an unknown coupling.
**Step 1: Estimating the DOAs**

The DOAs are obtained as those $\phi$:s that best fit the relation

$$JC^{-1}E_s = A_s(\phi)T.$$  \hspace{1cm} (5.44)

The total least squares solution to this fitting problem can be put in a general subspace fitting context as [VO91]

$$\min_{\phi,T} \|JC^{-1}\hat{E}_s - A_s T\|_F^2,$$  \hspace{1cm} (5.45)

where $A_s$ is the steering matrix with the shift structure defined in (3.19). Solving this minimization problem gives an estimate of the DOAs.

**Step 2: Estimating the Mutual Coupling**

It seems difficult to obtain an estimate of the coupling parameters from the above criterion without resorting to a numerical search. In that case it is probably better to use a multi-dimensional estimation scheme as SML from the start. However, a closed form solution for the coupling parameters is possible to obtain by changing of the criterion that is to be minimized to

$$\min_c \|J\hat{E}_s - JC(c)AT\|_F^2,$$  \hspace{1cm} (5.46)

where the values of $A$ and $T$ are calculated using the DOA estimates from **Step 1**. That, of course, eliminates any possibilities of guaranteed convergence, but gives a computationally cheap solution with reasonably good properties if the criteria are sufficiently similar.

The iterative ESPRIT algorithm thus estimates the DOAs in **Step 1** and estimates the coupling in **Step 2**, and the final estimates are obtained by iterating between these two steps.

In the iterative versions of Root-Music and ESPRIT, a large numerical search was avoided by jumping between two different criteria, that had analytical solutions, at the expense of giving up any convergence guarantees. The main motivation for this was that the computational demands of these methods were kept small. Similar iterative formulations of multi-dimensional search methods like WSF and MODE seem to be of little interest, since a search for the DOAs still has to be performed. A better solution is probably to include the coupling parameters in the search instead, even though this increases the computational complexity. However, for one multi-dimensional method, it is possible to concentrate the criterion function regarding the coupling parameters in the same manner as the SML method was concentrated with respect to the noise and signal covariances. That method will be discussed in the next section.
5.6 Noise Subspace Fitting

Most DOA estimation algorithms are possible to adopt to an unknown coupling, but solving for the unknown parameters usually requires a multi-dimensional search. One method, the Noise Subspace Fitting method (see Section 3.3.3), is however possible to concentrate in the same manner as the SML method. Therefore, only a search for the DOAs are needed just as in the coupling free case and the introduction of the unknown coupling parameters only marginally increases the computational complexity. The NSF criterion function can be formulated as

\[ \hat{\Theta} = \{ \hat{\phi}, \hat{c} \} = \arg \min_{\Theta} V_{NSF}(\Theta) = \arg \min_{\Theta} \| \hat{E}_n C(\mathbf{c}) A(\phi) \|^2_U, \]  

(5.47)

where \( U \) is a \( p \times p \) positive definite weighting matrix. That function can be concentrated regarding the coupling parameters, see Appendix 5C

\[ V_{NSF}(\phi) = G_{11} - G_{12} G_{22}^{-1} G_{12}^H, \]  

(5.48)

where \( G \) is partitioned as in (5.43) and calculated as

\[ G = M^H \left[ \hat{E}_n \hat{E}_n^H \otimes A^* U^* A^T \right] M, \]  

(5.49)

where \( M \) is a \( n^2 \times n \) selection matrix

\[
M = \begin{bmatrix}
M_1 \\
M_2 \\
\vdots \\
M_n
\end{bmatrix} \quad \text{where} \quad M_k = \begin{cases} 
I & k = 1 \\
\tilde{I}_{2:k,1} & k > 1
\end{cases}
\]  

(5.50)

and \( I_{k:m,:} \) denotes the \( k^{th} \) to \( m^{th} \) rows of the unity matrix and \( \tilde{I} \) is the reverse permutation operator defined as

\[
\tilde{I} = \begin{bmatrix}
0 & & 1 \\
& \ddots & \\
1 & & \ddots \\
& \ddots & \\
1 & & 0
\end{bmatrix},
\]  

(5.51)

Alternatively, the matrix \( G \) can be written as

\[ G = \sum_{k=1}^{p} Q^H (A U_{k,:}^H) \hat{E}_n \hat{E}_n^H Q(A_{:,k}), \]  

(5.52)
where the function $Q(x)$ is defined in Lemma 1. The criterion is concentrated with respect to the $q$ coupling parameters, and only a $p$ dimensional search for the DOAs are needed just as in the coupling free case. The DOA parameters enter the expression non-linearly and a damped Newton method is used, similar to the SML method in Section 5.2. In the SML method large simplifications were possible by using an asymptotic Hessian in the search process leading to the scoring method. Here, the true Hessian is used in a damped Newton method. The gradient and Hessian, needed in the implementation of the search method, are derived in Appendix 5C.

The weighting $U$ in (5.47) can be chosen as to minimize the variance of the DOA estimates. The derivation in the coupling free case is valid also in this case since $A_e(\Theta) = C(c)A(\phi)$ can be seen as an effective steering matrix with parameters $c$ and $\phi$. Choose the weighting as [OVSN93]

$$
U_{opt} = A_e^H(\Theta_0)\hat{E}_s \tilde{\Lambda} A_s \Lambda_s^{-1} \hat{E}_s^H A_e^H(\Theta_0),
$$

(5.53)

where $\Theta_0$ are the true parameters, $\tilde{\Lambda}$ is defined in (3.12), and $\Lambda_s$ is defined in (3.10). Also, note that the replacement of $\Theta_0$ by a consistent estimate $\hat{\Theta}$ does not affect the asymptotic properties if $p' = p$ [OVSN93], and with this weighting the variances of the estimates are minimized and achieves the CRB. Furthermore, it can be shown that the estimates (not only in the distribution) of the NSF method are asymptotically equivalent with those of the SML method [OWVK89]. Thus, when an unknown mutual coupling is estimated, the SML method that requires a search also for the coupling parameters is asymptotically equivalent to the NSF method that only requires a search for the DOAs. The NSF method is therefore a good candidate for DOA estimation if the signal covariance is of full rank ($p' = p$).

Now, several methods of estimating both DOAs and coupling have been discussed and in the next section the properties of these algorithms will be examined in some simulation scenarios.

### 5.7 Computer Experiments

Usually it is hard to analytically compare the performance of different estimation schemes, and here the different algorithms discussed in previous sections will be evaluated by calculating the estimates in a few different scenarios numerically. First, the convergence rate of the iterative formulations of the algorithms will be studied, and then variance of the different estimates are compared to the CRB. Throughout this section the different methods of estimation are compared using data generated by the reduced model and
thus the bias of the estimation methods is small, since there is no model error. That allows for comparisons with the CRB calculated in previous sections. Further experiments are needed to examine how well the reduced model approximates the full electromagnetic model, see Chapter 6.

The convergence rate of an iterative algorithm is of course very important, and here the convergence of the DOA estimation schemes discussed previously will be addressed. Consider a 10 element half-wavelength dipole ULA with an element separation of $\lambda/2$. Two plane waves are incident upon the array, and the DOAs $(\phi_1, \phi_2)$ of these are estimated. Since it is the convergence rate that is studied, the signal power is chosen large (SNR=50dB) in order to avoid fluctuations due to the stochastic nature which is studied later when the variance is studied. The signal waveforms are assumed uncorrelated and the model and assumptions in Section 5.1 are used. Furthermore, the number of snapshots is large ($N = 10000$) to ensure that the covariance estimate $\hat{R}$ is close to the true covariance.

In the first example, the waves are incident from $(76^\circ, 78^\circ)$ and the number of coupling parameters is $q = 9$, i.e. the maximum number for a 10 element array. The DOA estimates versus the number of iterations are shown in Figure 5.6 for the spectrally based iterative MUSIC, Root-Music, and for the ESPRIT method. The iterative MUSIC experiences the best convergence properties, followed by the Root-Music method. The ESPRIT method converges very slowly, probably due to that the criteria in (5.45) and (5.46) differ too much and the convergence properties deteriorate. That the Root-Music performs worse than the iterative MUSIC is also due to jumping between two different criteria, but the criteria are reasonably similar, in this case, since the Root-Music method converges for a larger number of iterations. Also, remember that the difference between the criteria is that the roots of Root-Music do not lie exactly on the unit circle. However, calculating the MUSIC spectra and searching for peaks is computationally demanding compared to the rooting operation in Root-Music (especially when a large resolution is wanted). Therefore, the Root-Music can use more iterations and still be competitive. The extended ESPRIT method, on the other hand, does not converge at all when the maximum number of coupling parameters was estimated and is thus not a good alternative.

Next, it is interesting to compare the convergence rate of the iterative MUSIC method with that of the SML and NSF methods that were implemented using the damped Newton method. The initial values needed for the search in the SML and NSF methods were obtained by inserting the result from the first iteration of the Root-Music method, which requires a modest amount of computations. The maximum number of coupling parameters was estimated in the previous example resulting in the most difficult
scenario. Usually only a few coupling parameters are estimated since the magnitude falls off rapidly, see Figure 4.1. Therefore, in the next example only 3 coupling parameters will be estimated.

In Figure 5.7, two plane waves are incident from \((41^\circ, 49^\circ)\) and 3 coupling parameters are used. Although the number of coupling parameters is less, this is still a harder estimation scenario since the angles are closer to end-fire. Here, the convergence properties of the iterative MUSIC method is worse than for the SML and NSF methods. Furthermore, the iterative MUSIC method does not converge to the true DOA even after 25 iterations. The resolution in the spectrum calculation was 0.005 which probably is the reason why it does not converge to the true value. The rate of convergence is, however, much slower for the iterative MUSIC method than for the Newton search methods SML and NSF.

Although the convergence rate is important, it is also of interest to examine how good estimates the estimator delivers on the average. The Root Mean Square Error (RMSE) is calculated based on the true DOA and thus also the bias is included. By comparing with the CRB, the quality of the estimator is examined. Note that if the estimator is unbiased, the RMSE equals the standard deviation of the DOA estimates. Furthermore, if the method also is efficient, the RMSE coincides with the square-root of the CRB.
Figure 5.7: The DOA estimate of $\phi_1$ for the iterative MUSIC, SML, and NSF method versus the number of iterations using a ULA of 10 $\lambda/2$ dipoles spaced $\lambda/2$ apart when two waves are incident from $(41^\circ, 49^\circ)$ and 10000 snapshots with SNR=50dB and $q = 3$.

In the first example, a 10 element half-wavelength dipole ULA with an element separation of $\lambda/2$ is used. Two plane waves are incident from $(75^\circ, 80^\circ)$, 100 snapshots are taken, and $q = 3$ coupling parameters are used and estimated. The signals are assumed to be uncorrelated and the SNR is varied from 0 dB to 30 dB. The ESPRIT method is excluded due the poor convergence properties, and the Root-Music is excluded since it essentially is the same method as the iterative MUSIC method, which performs slightly better. In Figure 5.8, the RMSE of the DOA estimate of $\phi_1$ using the iterative MUSIC, SML and NSF methods is shown for different SNR. The RMSE of the SML method essentially follows the CRB as it should, and the NSF method requires slightly larger SNR to coincide with the CRB. The numerical search in SML and NSF require initial values for the DOA, and these values are obtained as the estimates from the Root-Music method after a few iterations. Remember that the NSF method is only asymptotically equivalent to the SML method, and for a small number of samples and low SNR the methods will differ. The iterative MUSIC requires larger SNR than the NSF method to work well. Also, by a close inspection of Figure 5.8 it is found that the RMSE of the iterative MUSIC method is higher than that of the SML and NSF methods that reach the CRB, see [Sva99e].
Figure 5.8: The RMSE of the DOA estimate of $\phi_1$ for the iterative MUSIC, SML, and NSF method versus SNR using a ULA of 10 $\lambda/2$ dipoles spaced $\lambda/2$ apart using 200 Monte-Carlo simulations. Two waves are incident from $(75^\circ, 80^\circ)$ and 100 snapshots are used with $q = 3$.

Next, a more difficult scenario is considered where the DOAs are further away from broad-side $(41^\circ, 49^\circ)$ and two more coupling parameters ($q = 5$) are estimated. In Figure 5.9 the RMSE for the iterative MUSIC, SML, and NSF are shown together with the CRB. The SML and NSF methods follow relatively closely the CRB, but the iterative MUSIC method has a larger RMSE for high SNR. Note that the spectral resolution was $0.01^\circ$, which should be sufficient to give a lower RMSE than that obtained in Figure 5.9. The high RMSE is due to slow convergence, and when the maximum number of iterations is reduced to 10, the RMSE further increases [Sva99e]. But for the SML and NSF methods the reduction in iterations does not affect the RMSE.

The strength of the iterative MUSIC method is that convergence is guaranteed, unlike the Newton search employed in the SML and NSF methods that can end up in a local minimum. However, in the examples studied here the Newton search finds the true minimum. The initial values taken from the first estimates from the Root-Music are close enough to the true minimum for the search to converge at the global minimum. One important property of an iterative method is the number of iterations needed to converge to the minimum, and here the Newton methods require sometimes substantially
Figure 5.9: The RMSE of the DOA estimate of $\phi_1$ for the iterative MUSIC, SML, and NSF method versus SNR using a ULA of 10 $\lambda/2$ dipoles spaced $\lambda/2$ apart using 200 Monte-Carlo simulations. Two waves are incident from $(41^\circ, 49^\circ)$ and 1000 snapshots with $q = 5$ and an iteration limit of 20.

less computations than the iterative-MUSIC method. Also, the calculation of the MUSIC spectrum and searching for peaks is computationally demanding when many iterations are needed. The implementation is of course very important, but the iterative MUSIC method is not less demanding than the NSF and SML methods, and for the coupling free case the main motivation for using MUSIC is that it is computationally cheap.

An important drawback of the iterative MUSIC method is that its threshold for resolving closely spaced signal sources is substantially higher than for the Root-Music, SML, and NSF methods. This is especially important when estimating DOAs in the presence of an unknown coupling, since the effect of the coupling is to mix different steering vectors and thus blurring the MUSIC spectrum. In Figure 5.10, the MUSIC spectrum for a known compensated coupling and an uncompensated coupling when two waves are incident from $(30^\circ, 33^\circ)$ is shown. Two clearly discernible peaks appear when the coupling is compensated for, but for the unknown coupling only one broad peak appears. This affects the iterative MUSIC method, since it estimates the angles as a first step and then estimates the coupling. Obtaining two DOA estimates appears difficult, and the method is not really applicable in this case.

However, resolving closely spaced sources can be of great importance and
a lot of work have been done in this field. Here, the RMSE for closely spaced sources will be examined for the SML and NSF method. Also included in this example is the Root-Music algorithm, since the array is a ULA and the Root-Music can be applied. The initial values to the search performed for the NSF and SML methods are, as previously, obtained from Root-Music. In Figure 5.11, the RMSE of the DOA estimate of $\phi_1$ for the iterative MUSIC, SML, and NSF method versus the angular separation is shown. The SML method works best and achieves the CRB for relatively small angular separations and the NSF method reaches the CRB for slightly larger separation. As expected, the Root-Music method works much worse, since two different criteria are used in that method.

The NSF method only requires a search over the DOAs, unlike the SML method that also searches for the coupling parameters resulting in a larger search. In most of the examples considered in this section, the NSF method either coincided with the SML method or was quite close. Therefore, it seems that the NSF method would be preferable in many instances, but it has one drawback since it does not work for coherent signals. In Figure 5.12, the RMSE of the DOA estimate of $\phi_1$ for the iterative MUSIC, SML, and NSF method is shown for different correlations when two waves are incident from $(41^\circ, 49^\circ)$. Note that the signal covariance matrix and the correlation

Figure 5.10: The MUSIC spectrum for a compensated coupling and an uncompensated coupling using a ULA of $15\ \lambda/2$ dipoles spaced $\lambda/2$ apart when two waves are incident from $(30^\circ, 33^\circ)$ and 100 snapshots with SNR = 40dB.
parameter $\rho$ are defined as

$$
P = SNR \times \begin{bmatrix} 1 & \rho \\ \rho & 1 \end{bmatrix}.
$$

The SML method follows the CRB closely as it should, and for low correlations, the NSF method coincides with the SML method. Examining the figure closely, reveals that the NSF method starts to differ from the SML at a correlation of $\rho = 0.9$. The RMSE for the NSF method turns much larger for correlations above $\rho = 0.95$. The iterative MUSIC method has a larger RMSE value for all correlations, but start to perform much worse around $\rho = 0.9$ where the RMSE value becomes several times larger than the CRB. Thus, for coherent signals the noise subspace methods do not work well and other methods should be used for highly correlated signals.

The numerical examples in this section indicate that the extension of the ESPRIT method derived herein is not a good candidate for DOA estimation due to its convergence properties. A method that also uses two different criteria is the Root-Music method, but the criteria were similar enough and the method converged. Faster convergence was obtained by using the iterative
Figure 5.12: The RMSE of the DOA estimate of $\phi_1$ for the iterative MUSIC, SML, and NSF method versus correlation using a ULA of 10 $\lambda/2$ dipoles spaced $\lambda/2$ apart using 200 Monte-Carlo simulations. Two waves are incident from $(41^\circ, 49^\circ)$ and 500 snapshots with $q = 5$ and an iteration limit of 20 and SNR = 20dB.

The fastest convergence was obtained for the SML and NSF methods that usually only needed a few iterations. When comparing the average error of the estimates similar results were obtained. The Root-Music method was slightly worse than the iterative MUSIC method that worked well in the easier scenarios, but for the more difficult scenarios the convergence rate became a problem. Also, the iterative MUSIC method experienced a higher RMSE than the SML and NSF method that were asymptotically efficient, i.e. reached the CRB.

One major drawback for the iterative MUSIC method is that it has a higher resolution threshold than SML and NSF. This was found to be especially important when the coupling is unknown and needs to be estimated. If not compensated for, the coupling will blur the MUSIC spectrum and further reduce the resolution threshold. Thus, the iterative MUSIC method is not suited for resolving closely spaced sources where SML and NSF probably should be used.

Finally, it was found that both the MUSIC method and the NSF method...
5.8 Signal Detection

All parametric methods in this section require that the number of incident signals is known. If the number of incident waves is unknown it can be estimated and that is usually called detection. However, when the coupling also is unknown and estimated another problem appears. The number of coupling parameters to use is also unknown, and two types of detection results, signal detection and coupling detection.

The number of incident waves or signals is usually important since that could correspond to the number of aircrafts or submarines. If the signal covariance matrix is of full rank, the signal detection part essentially reduces to testing the rank of the steering matrix or the multiplicity of the smallest eigenvalue. In that case, methods like AIC and MDL can be used and no correction for the coupling is necessary. However, when the signal covariance matrix is rank deficient, i.e. there are coherent signals, other detection schemes are needed.

When the coupling is known, methods that simultaneously estimate the DOAs and the number of signals are used, see Section 3.4. If the coupling is not known and the number of coupling parameters also is unknown, those methods needs to be modified. That will not be done here, and through out this report the number of coupling parameters is assumed known. Also, in a more realistic scenario the number of coupling parameters is simply chosen as the minimum number parameters that reasonably well describe the coupling.

5.9 Conclusions

As a first approach of investigating the effects of mutual coupling, a simplified scenario of a completely unknown and deterministic mutual coupling was considered. Of course, in a more realistic scenario also a random coupling error and gain and phase uncertainties should be studied. Here, estimating an unknown coupling in this simplified scenario was investigated. First, the SML estimator was derived and using those expressions, the CRB for the unknown coupling case was also derived. If a feasible number of coupling
parameters was used, it was found that the increase in the CRB was not large.

Furthermore, a number of methods for estimating the DOAs in the presence of an unknown coupling was discussed. First, the iterative spectral MUSIC method, was reviewed and then several extensions of coupling free methods were introduced. The Root-Music method was extended to include the presence of an unknown coupling. Also, the NSF method was extended to include an unknown coupling, and it was shown that the criterion could be concentrated with respect to the coupling and thus only a search for the DOAs was needed.

These methods were also analyzed in a few numerical examples where it was found that the convergence rate of the iterative MUSIC and the Root-Music was slower than for the NSF and SML methods. The main argument of using MUSIC in the coupling free case is that it is computationally cheap. But with coupling those methods require many iterations and therefore do not require less computational power than multidimensional search methods like SML and NSF. One problem with multidimensional search methods is to find initial values for the search. Here it was found that the Root-Music method gave initial values accurate enough. Therefore, the SML and NSF methods were found to be good candidates for finding the DOA. The NSF method was found to have similar performance as the efficient SML method in most cases and therefore the NSF was usually to prefer since it only requires a search over the DOAs. But for highly correlated signals the NSF method does not work well (together with the MUSIC methods) and the SML method should be used instead.

5A The Maximum Likelihood Method

The Likelihood Function

The measured voltages $x(t)$ are, using the stochastic assumptions and the data model in Section 5.1, Gaussian distributed. However, since the voltages in general are complex, they belong to a multivariate complex Gaussian distribution. Especially, since both the signal and the noise are circularly Gaussian, the likelihood function can be written in a compact form [Kay93] as

$$p(X; \Theta) = \frac{1}{\pi^{Nn} |R|^N} \exp\left(-\sum_{k=1}^{N} x^H(t_k)R^{-1}x(t_k)\right), \quad (5A.1)$$

where

$$R = \text{CAPA}^H C^H + \sigma^2 I \quad (5A.2)$$
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is the covariance matrix of the voltages. Note that both the signal and the
noise are assumed to be zero mean processes. Taking the logarithm of the
likelihood function results in

\[
\log p(X; \Theta) = -N \left( n \log(\pi) + \log |R| + \frac{1}{N} \sum_{k=1}^{N} x^H(t_k) R^{-1} x(t_k) \right)
\]  

(5A.3)

Using that \( \text{Tr}(ABC) = \text{Tr}(BCA) \), the logarithm of the likelihood function

\[
\log p(X; \Theta) = -N \left( n \log(\pi) + \log |R| + \text{Tr}(R^{-1} \hat{R}) \right),
\]

(5A.4)

where

\[
\hat{R} = \frac{1}{N} \sum_{k=1}^{N} x(t_k) x^H(t_k).
\]

(5A.5)

Now it is possible to maximize this expression with respect to the signal and
noise covariances, see [SN95], and (5.6) results.

The Gradient and Hessian

In general, the coupling parameters are complex and instead of defining a
complex differentiation, here the complex parameters are divided into a com-
plex and real part. This results in a parameter vector \( \Theta = \{ \phi, c_r, c_i \} \) and
the SML criterion function becomes

\[
V_{SML}(\Theta) = \log \det \left[ CA \hat{P} A^H C^H + \hat{\sigma}^2 I \right],
\]

(5A.6)

and inserting the expression for \( \hat{P} \) in (5.7) gives

\[
V_{SML}(\Theta) = \log \det \left[ CA(CA)^\dagger \left[ \hat{R} - \hat{\sigma} I \right] (CA)^H A^H C^H + \hat{\sigma}^2 I \right]
\]

\[
= \log \det \left[ PC_A \hat{R} PC_A + \hat{\sigma}^2 P_{CA}^\bot \right].
\]

(5A.7)

The gradient and the Hessian are defined as

\[
V' = \frac{\partial V_{SML}}{\partial \Theta}
\]

(5A.8)

\[
H_{ij} = \frac{\partial^2 V_{SML}}{\partial \Theta_i \partial \Theta_j}.
\]

(5A.9)

Using the differentiation result [Kay93]

\[
\frac{\partial \log \det A(x)}{\partial x} = \text{Tr} \left[ A^{-1}(x) \frac{\partial A^H(x)}{\partial x} \right],
\]

(5A.10)
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and the simpler notation $A_e = CA$, the gradient can be written as

$$V_k' = \text{Tr} \left[ \left( P_{Ae} \hat{R} P_{Ae} + \hat{\sigma}^2 P_{Ae}^\perp \right)^{-1} \frac{\partial}{\partial \Theta_k} \left( P_{Ae} \hat{R} P_{Ae} + \hat{\sigma}^2 P_{Ae}^\perp \right) \right]. \quad (5A.11)$$

Also,

$$\frac{\partial P_{Ae}}{\partial \Theta_k} = \left( P_{Ae} \frac{\partial P_{Ae}}{\partial \Theta_k} \right) + \left( P_{Ae} \frac{\partial P_{Ae}}{\partial \Theta_k} \right)^H \quad (5A.12)$$

and $\text{Tr}(C + C^H) = 2\text{Re}[BC]$ gives

$$V_k' = 2\text{Re}[\text{Tr} \left[ \left( P_{Ae} \hat{R} P_{Ae} + \hat{\sigma}^2 P_{Ae}^\perp \right)^{-1} P_{Ae} \hat{R} \frac{\partial P_{Ae}}{\partial \Theta_k} + \hat{\sigma}^2 P_{Ae}^\perp \frac{\partial P_{Ae}^\perp}{\partial \Theta_k} \right]$$

$$+ \text{Tr} \left[ \left( P_{Ae} \hat{R} P_{Ae} + \hat{\sigma}^2 P_{Ae}^\perp \right)^{-1} \frac{\partial \hat{\sigma}^2}{\partial \Theta_k} P_{Ae}^\perp \right]. \quad (5A.13)$$

From (5.8) it follows that

$$\frac{\partial \hat{\sigma}^2}{\partial \Theta_k} = -\frac{1}{n-d} \text{Tr} \left[ \frac{\partial P_{Ae}}{\partial \Theta_k} \hat{R} \right]. \quad (5A.14)$$

Now, invoke the matrix inversion lemma

$$\left( P_{Ae} \hat{R} P_{Ae} + \hat{\sigma}^2 P_{Ae}^\perp \right)^{-1} = \left( CA \hat{P} A^H C^H + \hat{\sigma}^2 I \right)^{-1}$$

$$= \frac{1}{\hat{\sigma}^2} \left[ I - A_e \left( \hat{P} A_e^H A_e + \hat{\sigma}^2 I \right)^{-1} \hat{P} A_e^H \right] \quad (5A.15)$$

and insert in (5A.13)

$$V_k' = 2\text{Re}[\text{Tr} \left[ \frac{1}{\hat{\sigma}^2} \left( I - A_e \left( \hat{P} A_e^H A_e + \hat{\sigma}^2 I \right) \hat{P} A_e^H \right) \right]$$

$$\left( P_{Ae} \hat{R} \frac{\partial P_{Ae}}{\partial \Theta_k} + \hat{\sigma}^2 P_{Ae}^\perp \frac{\partial P_{Ae}^\perp}{\partial \Theta_k} \right)$$

$$- \text{Tr} \left[ \frac{1}{\hat{\sigma}^2} \left( I - A_e \left( \hat{P} A_e^H A_e + \hat{\sigma}^2 I \right) \hat{P} A_e^H \right) \frac{P_{Ae}^\perp}{n-p} \text{Tr} \left[ \frac{\partial P_{Ae}}{\partial \Theta_k} \hat{R} \right] \right]. \quad (5A.16)$$

However,

$$\text{Tr} \frac{P_{Ae}^\perp}{n-p} \text{Tr} \left[ \frac{\partial P_{Ae}}{\partial \Theta_k} \hat{R} \right] = 2\text{Re}[\text{Tr} \left[ P_{Ae} \hat{R} \frac{\partial P_{Ae}}{\partial \Theta_k} \right]] \quad (5A.17)$$
and $A_e^H P_{A_e}^\perp = 0$ gives

$$V_k' = 2 \text{Re} \text{Tr} \left[ P_{A_e}^\perp \frac{\partial P_{A_e}^\perp}{\partial \Theta_k} - \frac{1}{\sigma^2} A_e \left( \hat{P} A_e^H A_e + \hat{\sigma}^2 I \right)^{-1} \hat{P} A_e^H P_{A_e}^\perp \hat{R} \frac{\partial P_{A_e}}{\partial \Theta_k} \right].$$

(5A.18)

Next, note that

$$\text{Tr} \left( P_{A_e}^\perp \frac{\partial P_{A_e}}{\partial \Theta_k} \right) = 0 \quad (5A.19)$$

and

$$\frac{\partial P_{A_e}}{\partial \Theta_k} A_e = P_{A_e}^\perp \frac{\partial A_e}{\partial \Theta_k} (A_e) \dagger A_e + (A_e)^{\dagger H} \frac{\partial A_e^H C^H}{\partial \Theta_k} P_{A_e}^\perp A_e = P_{A_e}^\perp \frac{\partial A_e}{\partial \Theta_k}. \quad (5A.20)$$

Furthermore,

$$\hat{P} (A_e)^H A_e + \hat{\sigma}^2 = (A_e)^{\dagger} \left[ \hat{R} - \hat{\sigma}^2 I \right] (A_e)^{\dagger H} A_e + \hat{\sigma}^2$$

$$= (A_e^H A_e)^{-1} A_e^H \hat{R} A_e$$

(5A.21)

which reduces the gradient expression to

$$V_k' = - 2 \text{Re} \text{Tr} \left[ \frac{1}{\sigma^2} (A_e^H \hat{R} A_e)^{-1} A_e^H A_e \left( \hat{P} A_e^H P_{A_e}^\perp \hat{R} P_{A_e}^\perp \frac{\partial (A_e)}{\partial \Theta_k} \right) \right]$$

$$= 2 \text{Re} \text{Tr} \left[ \left\{ (A_e^H \hat{R} A_e)^{-1} - \frac{1}{\sigma^2} (A_e^H A_e)^{-1} \right\} A_e^H \hat{R} P_{A_e}^\perp \frac{\partial (A_e)}{\partial \Theta_k} \right].$$

(5A.22)

Next, introduce the matrix

$$\hat{G} = (A_e^H \hat{R} A_e)^{-1} - \frac{1}{\sigma^2} (A_e^H A_e)^{-1}. \quad (5A.23)$$

Inserting $A_e = CA$, the gradient can be written

$$V'(\Theta) = \begin{bmatrix}
2 \text{Re} \text{Tr} \left[ \hat{G} A_e^H C^H \hat{R} P_{CA}^\perp \frac{\partial (C A)}{\partial \Theta_1} \right] \\
\vdots \\
2 \text{Re} \text{Tr} \left[ \hat{G} A_e^H C^H \hat{R} P_{CA}^\perp \frac{\partial (C A)}{\partial \Theta_{p+2q}} \right]
\end{bmatrix}. \quad (5A.24)$$

Here, it is important to note that the expression for the differentiation with respect to the DOA can be simplified by noting that

$$\frac{\partial (C A)}{\partial \phi_k} = C \frac{\partial A}{\partial \phi_k}, \quad (5A.25)$$
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where the derivative has only one non-zero column, $a_k$, and thus can the expressions for the $p$ derivatives with respect to the DOAs be reduced to

$$\frac{\partial V}{\partial \phi_k} = 2 \text{Re} \left[ \hat{G}_{k,:} A^H C^H \hat{R} P_{CA}^L C a_k \right], \quad (5A.26)$$

where $G_{k,:}$ denotes the $k^{th}$ row of the matrix $G$. For the derivatives with respect to the coupling there are in general no non-zero columns and therefore the expressions become

$$\frac{\partial V}{\partial c_{rk}} = 2 \text{Re} \text{Tr} \left[ \hat{G} A^H C^H \hat{R} P_{CA}^L C \Upsilon_k A \right], \quad (5A.27)$$

$$\frac{\partial V}{\partial c_{ik}} = -2 \text{Im} \text{Tr} \left[ \hat{G} A^H C^H \hat{R} P_{CA}^L C \Upsilon_k A \right], \quad (5A.28)$$

where $\Upsilon_k$ is a banded symmetric Toeplitz matrix with zeros everywhere except on the $k^{th}$ and the $-k^{th}$ subdiagonal which consists of ones.

The Hessian, using the chain-rule, becomes

$$\frac{\partial^2 V}{\partial \Theta_i \partial \Theta_j} = 2 \text{Re} \text{Tr} \left[ \frac{\partial}{\partial \Theta_j} \left( \frac{\partial (CA)}{\partial \Theta_i} \hat{G} \right) A^H C^H \hat{R} P_{CA}^L \right] + 2 \text{Re} \text{Tr} \left[ \frac{\partial (CA)}{\partial \Theta_i} \hat{G} \frac{\partial}{\partial \Theta_j} \left( A^H C^H \hat{R} P_{CA}^L \right) \right]. \quad (5A.29)$$

Evaluating this expression exactly leads to rather cumbersome expressions, but by considering the asymptotic Hessian, i.e. a large number of samples $N \to \infty$, the expression can be reduced considerably. Since the estimates of $\sigma$ and $P$ are known to be asymptotically statistically consistent and efficient [Böh86] and both are functions of $\hat{R}$ which also is consistent and thus the asymptotic Hessian is found by simply replacing $\hat{R}$ with $R$. Also, the steering matrix $A(\phi)$ is evaluated at the true DOAs $\phi_0$. Using the reduced notation $A_e = CA$ once again and observing that

$$A_e^H R P_{A_e}^L = A_e^H (A_e P A_e^H + \sigma^2 I) (I - A_e (A_e^H A_e)^{-1} A_e^H) = 0, \quad (5A.30)$$

the asymptotic Hessian expression becomes

$$\frac{\partial^2 V_a}{\partial \Theta_i \partial \Theta_j} = 2 \text{Re} \text{Tr} \left[ \frac{\partial A_e}{\partial \Theta_i} \hat{G} \left( \frac{\partial A_e}{\partial \Theta_j} R P_{A_e}^L + A_e^H R \frac{\partial P_{A_e}^L}{\partial \Theta_j} \right) \right]. \quad (5A.31)$$

However,

$$A_e^H R \frac{\partial P_{A_e}^L}{\partial \Theta_j} = -A_e^H RA_e (A_e^H A_e)^{-1} \frac{\partial A_e^H}{\partial \Theta_j} P_{A_e}^L \quad (5A.32)$$
and
\[ \text{RP}_{A_e}^\perp = \sigma^2 \text{P}_{A_e}^\perp. \quad (5A.33) \]

Thus,
\[ \frac{\partial^2 V_a}{\partial \Theta_i \partial \Theta_j} = 2 \text{Re} \text{Tr} \left[ \mathbf{G} \left( \sigma^2 \mathbf{I} - A_e^H R A_e (A_e^H A_e)^{-1} \right) \frac{\partial A_e^H}{\partial \Theta_j} \mathbf{P}_{A_e}^\perp \frac{\partial A_e}{\partial \Theta_i} \right]. \quad (5A.34) \]

and by applying the matrix inversion lemma
\[ (A_e^H R A_e)^{-1} = (A_e^H A_e)^{-1} \left( A_e^H A_e \mathbf{P} + \sigma^2 \mathbf{I} \right)^{-1} \]
\[ = \frac{1}{\sigma^2} (A_e^H A_e)^{-1} \left[ \mathbf{I} - PA_e A_e (PA_e A_e + \sigma^2 \mathbf{I})^{-1} \right] \]

the asymptotic Hessian reduces to
\[ \frac{\partial^2 V_a}{\partial \Theta_i \partial \Theta_j} = \frac{2}{\sigma^2} \text{Re} \text{Tr} \left[ \mathbf{PA}_e^H \mathbf{R}^{-1} \mathbf{A}_e \mathbf{P} \frac{\partial A_e^H}{\partial \Theta_j} \mathbf{P}_{A_e}^\perp \frac{\partial A_e}{\partial \Theta_i} \right]. \quad (5A.36) \]

Furthermore, the asymptotic Hessian can be written as a block matrix
\[ \mathbf{H} = V''_a(\Theta) = \frac{\partial^2 V_a}{\partial \Theta^2} = \begin{bmatrix} \mathbf{H}_{\phi\phi} & \mathbf{H}_{\phi c} \\ \mathbf{H}_{c\phi} & \mathbf{H}_{cc} \end{bmatrix}. \quad (5A.37) \]

Since the derivative with respect to the DOA results in a matrix with only one non-zero column, \( \mathbf{H}_{\phi\phi} \) can be written as
\[ \mathbf{H}_{\phi\phi} = \frac{2}{\sigma^2} \text{Re} \left\{ (\mathbf{P} A_e^H C^H R^{-1} \mathbf{C}^T \mathbf{P}^\perp C^T A \mathbf{D})^T \otimes (\mathbf{D}^H C^H \mathbf{P}^\perp C^T A \mathbf{D}) \right\}, \quad (5A.38) \]

where
\[ \mathbf{D} = \begin{bmatrix} \frac{\partial \mathbf{a}(\phi)}{\partial \phi} \bigg|_{\phi = \phi_1}, \ldots, \frac{\partial \mathbf{a}(\phi)}{\partial \phi} \bigg|_{\phi = \phi_p} \end{bmatrix}. \quad (5A.39) \]

Also,
\[ \mathbf{H}_{\phi c} = \begin{bmatrix} \frac{\partial^2 V_a}{\partial \phi \partial c_r} & \frac{\partial^2 V_a}{\partial \phi \partial c_i} \end{bmatrix} = \mathbf{H}_{\phi c}^T, \quad (5A.40) \]

where
\[ \begin{bmatrix} \frac{\partial^2 V_a}{\partial \phi \partial c_r} \\ \frac{\partial^2 V_a}{\partial \phi \partial c_i} \end{bmatrix}_{ij} = \frac{2}{\sigma^2} \text{Re} \text{Tr} \left[ \mathbf{P} A_e^H C^H R^{-1} \mathbf{C}^T \mathbf{P}^\perp C^T A \mathbf{D} \frac{\partial \mathbf{a}(\phi)}{\partial \phi} \right], \quad (5A.41) \]
\[ \begin{bmatrix} \frac{\partial^2 V_a}{\partial \phi \partial c_i} \\ \frac{\partial^2 V_a}{\partial \phi \partial c_r} \end{bmatrix}_{ij} = -\frac{2}{\sigma^2} \text{Im} \text{Tr} \left[ \mathbf{P} A_e^H C^H R^{-1} \mathbf{C}^T \mathbf{P}^\perp C^T A \mathbf{D} \frac{\partial \mathbf{a}(\phi)}{\partial \phi} \right]. \quad (5A.42) \]

Finally,
\[ \mathbf{H}_{cc} = \begin{bmatrix} \mathbf{H}^T_{c\phi} & \mathbf{H}^T_{c c} \\ \mathbf{H}^T_{c c} & \mathbf{H}_{c c} \end{bmatrix}, \quad (5A.43) \]
where

\[
[H_{c,r}]_{ij} = \frac{2}{\sigma^2} \text{ReTr} \left[ PA^H C^H R^{-1} \text{CAPA}^H \gamma_j P_C^A \gamma_i A \right] \quad (5A.44)
\]

\[
[H_{c,c}]_{ij} = -\frac{2}{\sigma^2} \text{ImTr} \left[ PA^H C^H R^{-1} \text{CAPA}^H \gamma_j P_C^A \gamma_i A \right] \quad (5A.45)
\]

\[
[H_{c,i}]_{ij} = -\frac{2}{\sigma^2} \text{ReTr} \left[ PA^H C^H R^{-1} \text{CAPA}^H \gamma_j P_C^A \gamma_i A \right]. \quad (5A.46)
\]

5B The Asymptotic Covariance of SML

The SML estimates \( \hat{\Theta} \) are obtained as

\[
\hat{\Theta} = \{ \hat{\phi}, \hat{c} \} = \arg \min_{\Theta} V_{SML}(\Theta), \quad (5B.1)
\]

where \( V_{SML}(\Theta) \) is defined in (5A.6). Introducing the simplified notation \( V_{SML}(\Theta) = V(\Theta) \), the gradient of \( V \) with respect to \( \Theta \) which is derived in Appendix 5A becomes

\[
V'(\hat{\Theta}) = \frac{\partial V(\Theta)}{\partial \Theta} \bigg|_{\Theta=\hat{\Theta}} = 0. \quad (5B.2)
\]

A Taylor series expansion of (5B.2) around the true parameter vector \( \Theta_0 \) gives

\[
0 = V'(\Theta_0) + V''(\Theta_0)(\hat{\Theta} - \Theta_0) + \cdots, \quad (5B.3)
\]

where \( V''(\Theta_0) \) denotes the Hessian matrix. The higher order terms can be neglected since \( \hat{\Theta} \) converges to \( \Theta_0 \) as \( N \to \infty \) under very general conditions [KS61]. Furthermore, the Hessian can be replaced by the asymptotic Hessian

\[
V''_a(\Theta_0) = \lim_{N \to \infty} V''(\Theta_0), \quad (5B.4)
\]

since all terms that tend to zero faster than \( (\hat{\Theta} - \Theta_0) \) can be neglected in the asymptotic analysis. The asymptotic Hessian were derived in Appendix 5A. Thus,

\[
\hat{\Theta} - \Theta_0 = -[V''_a(\Theta_0)]^{-1} V'(\Theta_0) \quad (5B.5)
\]

assuming that the inverse exists which is true if the problem is well posed, see Section 5.3. The covariance matrix for the asymptotic SML estimates then becomes

\[
B_{SML} = [V''_a(\Theta_0)]^{-1} B [V''_a(\Theta_0)]^{-1}, \quad (5B.6)
\]

where

\[
B = \lim_{N \to \infty} E [V'(\Theta_0)] [V'(\Theta_0)]^T \quad (5B.7)
\]
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Since the asymptotic Hessian already is derived in previous appendix, it is left to evaluate \( B \). The gradient has elements

\[
V'(\Theta_i) = 2 \text{Re} \text{Tr} \left[ \hat{G} A^H C^H \hat{R} P_{CA}^\perp \frac{\partial (CA)}{\partial \Theta_i} \right],
\]

where \( \hat{G} \) is defined in (5A.23). Since \( A^H C^H \hat{R} P_{CA}^\perp \) tends to zero as \( N \to \infty \), \( \hat{G} \) can be replaced with \( G \), and \( \hat{R} \) and \( \hat{\sigma} \) are replaced by \( R \) and \( \sigma \) without affecting the asymptotic covariance matrix \( B \) [SN90b]. Using the simpler notation \( A_e = C A \), the elements become

\[
B_{ij} = 4 \lim_{N \to \infty} E \left\{ \text{Re} \text{Tr} \left( G A_e^H \hat{R} P_{A_e}^\perp \frac{\partial (A_e)}{\partial \Theta_i} \right) \cdot \text{Re} \text{Tr} \left( G A_e^H \hat{R} P_{A_e}^\perp \frac{\partial (A_e)}{\partial \Theta_j} \right) \right\}
\]

\[
= 2 \lim_{N \to \infty} E \left\{ \text{Re} \left[ \text{Tr} \left( G A_e^H \hat{R} P_{A_e}^\perp \frac{\partial (A_e)}{\partial \Theta_i} \right) \cdot \text{Tr} \left( G A_e^H \hat{R} P_{A_e}^\perp \frac{\partial (A_e)}{\partial \Theta_j} \right) \right] \right\}
\]

\[
+ 2 \lim_{N \to \infty} E \left\{ \text{Re} \left[ \text{Tr} \left( G A_e^H \hat{R} P_{A_e}^\perp \frac{\partial (A_e)}{\partial \Theta_i} \right) \cdot \text{Tr} \left( \frac{\partial (A_e^H)}{\partial \Theta_j} P_{A_e}^\perp \hat{R} A_e G \right) \right] \right\}.
\]

Now, using \( \text{Tr} A \cdot \text{Tr} B = \text{Tr} A \otimes B \) [Lüt96] the first term in (5B.9) becomes

\[
\text{Re} \left\{ E \left[ \text{Tr} \left( G A_e^H \hat{R} P_{A_e}^\perp \frac{\partial (A_e)}{\partial \Theta_i} \right) \otimes \left( G A_e^H \hat{R} P_{A_e}^\perp \frac{\partial (A_e)}{\partial \Theta_j} \right) \right] \right\}
\]

\[
= \text{Re} \left\{ E \left[ \text{Tr} \left[ \frac{1}{N} \sum_{n=1}^{N} \left( G A_e^H x(t_m)x^H(t_m) P_{A_e}^\perp \frac{\partial (A_e)}{\partial \Theta_j} \right) \right] \right. \right. \left. \otimes \left. \frac{1}{N} \sum_{n=1}^{N} \left( G A_e^H x(t_n)x^H(t_n) P_{A_e}^\perp \frac{\partial (A_e)}{\partial \Theta_j} \right) \right] \right\},
\]

where the expression for \( \hat{R} \) (5A.5) has been inserted. Furthermore, since

\[
x^H(t_n) P_{A_e}^\perp = n^H(t_n) P_{A_e}^\perp
\]

the first term can be written as

\[
\frac{1}{N^2} E \left[ \sum_{l=1}^{p} \sum_{k=1}^{p} \sum_{m=1}^{N} \sum_{n=1}^{N} G_{k,l} A_e^H x(t_m) n^H(t_m) P_{A_e}^\perp \frac{\partial (A_{e_k})}{\partial \Theta_i} \right. \left. \cdot B \right]
\]

\[
\times \left. \left[ C \left[ G_{l,t} A_e^H x(t_n) n^H(t_n) P_{A_e}^\perp \frac{\partial (A_{e_t})}{\partial \Theta_j} \right] \right] \right].
\]
Here, $G_{k,:}$ denotes the $k^{th}$ row of $G$ and $\frac{\partial (A_{e,k})}{\partial \Theta_j}$ denotes the $l^{th}$ column. The expectation of the product of four Gaussian random variables can be expressed as [JS88]

$$
E[ABCD] = E[AB] \cdot E[CD] 
$$

$$
+ \sum_{k=1}^{b_2} E[(1_k^T C) \otimes A] \cdot E[D \otimes (B_1 k)] 
$$

$$
$$

(5B.13)

where $1_k$ denotes the vector having a "1" at the $k^{th}$ position and zero elsewhere. Also, $A, B, C, D$ are jointly Gaussian random variables of dimensions $(a_1 \times a_2), (b_1 \times b_2), (c_1 \times c_2), (d_1 \times d_2)$. In the present case, $A, B, C, D$ are scalars. Since the noise and the signal are assumed uncorrelated and $A^H P_{A_e} = 0$

$$
E[AB] = E[BC] = 0,
$$

(5B.14)

Next, note that $E[n^*(t_m) n^H(t_n)] = 0 \forall m, n$ giving

$$
E[D \otimes B_1 k] = E[DB] = E[B^T D] = 0.
$$

(5B.15)

Finally, since both the signal and the noise are assumed to be zero mean $E[B] = 0$ and all the terms in (5B.12) become zero, and so also the first term in (5B.9).

Proceeding with the second term in (5B.9), it can also be rewritten along the same lines as

$$
\frac{1}{N^2} E \left[ \sum_{l=1}^{p} \sum_{k=1}^{p} \sum_{m=1}^{N} \sum_{n=1}^{N} G_{k,:} A_e^H x(t_m) n^H(t_m) P_{A_e}^\perp \frac{\partial (A_{e,k})}{\partial \Theta_i} A \right. 
$$

$$
\times \left. \frac{\partial (A_{e,l})}{\partial \Theta_j} P_{A_e}^\perp n(t_n) x^H(t_n) A_e G_{l,:}^H \right] \quad (5B.16)
$$

The product formula in (5B.13) will be used also for the second term in (5B.9), but first the different expectations need to be evaluated. Since the matrices $A$ and $B$ are the same as in previous case $E[AB]=0$. Next, note that

$$
E[DB] = E \left[ x^H(t_n) A_e G_{l,:}^H n^H(t_m) P_{A_e}^\perp \frac{\partial (A_{e,k})}{\partial \Theta_i} \right]
$$

$$
= \frac{\partial (A_{e,k}^T)}{\partial \Theta_i} P_{A_e}^T E[n^*(t_m) n^H(t_n)] A_e G_{l,:}^H = 0 \quad (5B.17)
$$
and also that
\[
E[BC] = E \left[ n^H(t_n) P_{A_e}^{\perp} \frac{\partial (A_e)}{\partial \Theta_i} \frac{\partial (A_e^H)}{\partial \Theta_j} P_{A_e}^{\perp} n(t_m) \right]
\]
\[
= \frac{\partial (A_e^H)}{\partial \Theta_j} P_{A_e}^{\perp} E[n(t_m)n^H(t_n)] P_{A_e}^{\perp} \frac{\partial (A_e)}{\partial \Theta_i} = \sigma^2 \frac{\partial (A_e^H)}{\partial \Theta_j} P_{A_e}^{\perp} \frac{\partial (A_e)}{\partial \Theta_i} \delta_{mn},
\]
(5B.18)

where \(\delta_{mn}\) denotes the Kronecker delta. Furthermore,
\[
E[A (E[BC]) D] = E[BC] E[AD] = E[BC] \sum_{k=1}^N G_k : A_e^H E[x(t_n)x^H(t_m)] A_e G_i^H
\]
\[
= \sigma^2 \frac{\partial (A_e^H)}{\partial \Theta_j} P_{A_e}^{\perp} \frac{\partial (A_e)}{\partial \Theta_i} G_k : A_e^H R A_i G_i^H \delta_{mn}
\]
(5B.19)

and since \(E[B] = 0\) the second term in (5B.9) becomes
\[
\Re \left[ \frac{1}{N^2} \sum_{l=1}^p \sum_{k=1}^p \sum_{m=1}^N \sum_{n=1}^N \sigma^2 \frac{\partial (A_e^H)}{\partial \Theta_j} P_{A_e}^{\perp} \frac{\partial (A_e)}{\partial \Theta_i} G_k : A_e^H R A_i G_i^H \delta_{mn} \right]
\]
\[
= \frac{\sigma^2}{N^2} \Re \left[ \sum_{k=1}^N \sum_{l=1}^p \frac{\partial (A_e^H)}{\partial \Theta_j} P_{A_e}^{\perp} \frac{\partial (A_e)}{\partial \Theta_i} G_k : A_e^H R A_i G_i^H \right]
\]
(5B.20)
\[
= \frac{\sigma^2}{N} \Re \text{Tr} \left[ \frac{\partial (A_e^H)}{\partial \Theta_j} P_{A_e}^{\perp} \frac{\partial (A_e)}{\partial \Theta_i} GA_e^H R A_i G_i^H \right].
\]

Thus, the elements of the asymptotic covariance matrix \(B\) becomes
\[
B_{ij} = \frac{2\sigma^2}{N} \Re \text{Tr} \left[ \frac{\partial (A_e^H)}{\partial \Theta_j} P_{A_e}^{\perp} \frac{\partial (A_e)}{\partial \Theta_i} GA_e^H R A_i G_i^H \right].
\]
(5B.21)

However, that is only a scaled version of the asymptotic Hessian in (5A.36) and therefore
\[
B = \frac{1}{N} V_a''(\Theta).
\]
(5B.22)

Thus, the covariance matrix of the gradient of the concentrated log likelihood coincides with the expected value of the Hessian of the concentrated log likelihood apart from a scale factor \(N\). For the full log likelihood function, this is a general result [MKB79]; and it is not surprising that it is valid also for the concentrated likelihood function. Finally, the asymptotic covariance matrix for the SML estimates, using (5B.6), becomes
\[
B_{SML} = \frac{1}{N} [V_a''(\Theta)]^{-1}.
\]
(5B.23)
5C The Noise Subspace Fitting Method

The NSF estimates are obtained as

$$\hat{\Theta} = \left\{ \hat{\phi}, \hat{c} \right\} = \arg \min_{\Theta} V_{NSF}(\Theta) = \arg \min_{\Theta} \| \hat{E}_n^H C(c) A(\phi) \|^2_U, \quad (5C.1)$$

where $U$ is a $p \times p$ positive definite weighting matrix. The criterion can also be written as

$$V_{NSF}(\phi, c) = \text{Tr} \left[ U A^H(\phi) C^H(c) \hat{E}_n \hat{E}_n^H C(c) A(\phi) \right] =$$

$$\text{Tr} \left[ A(\phi) U A^H(\phi) C^H(c) \hat{E}_n \hat{E}_n^H C(c) \right] \quad (5C.2)$$

Using the following rule for the Kronecker product [Lüt96]

$$\text{Tr}\{ABCD\} = \text{vec}(D^T)(C^T \otimes A)\text{vec}(B) \quad (5C.3)$$

gives

$$V_{NSF} = \text{vec} \left( C^T \right) \left[ \hat{E}_n^* \hat{E}_n^T \otimes A^* U A^H \right] \text{vec} \left( C^H \right). \quad (5C.4)$$

Next, the vectorized coupling matrix can also be written as

$$\text{vec}(C) = M \hat{c}, \quad (5C.5)$$

where $\hat{c}^T = [1 \ c^T]$ and $M$ is a $n^2 \times n$ selection matrix

$$M = \begin{bmatrix} M_1 \\ M_2 \\ \vdots \\ M_n \end{bmatrix} \quad \text{where} \quad M_k = \begin{cases} I & k = 1 \\ \tilde{I} M_{2:k} \quad & k > 1 \end{cases} \quad (5C.6)$$

and $I_{k:m}$ denotes the $k^{th}$ to $m^{th}$ rows of the unity matrix and $\tilde{I}$ is the reverse permutation operator defined in (5.51). Now, the criterion becomes

$$\hat{c}^T M^T \left[ \hat{E}_n^* \hat{E}_n^T \otimes A^* U A^H \right] M \hat{c}^*.$$ \quad (5C.7)

However, since the criterion is real it can be conjugated

$$V_{NSF} = \hat{c}^H G \hat{c}, \quad (5C.8)$$

where

$$G = M^H VM \quad (5C.9)$$

and

$$V = \hat{E}_n \hat{E}_n^H \otimes A^* U^* A^T. \quad (5C.10)$$
5.9. CONCLUSIONS

Note that since the norm in (5C.1) is nonnegative, the matrix $G$ is a positive semidefinite matrix and due to Sylvester’s law of inertia [Lüt96] so is the matrix $V$. Furthermore, the dimensions of the matrices $G$ and $V$ are important. The matrix $G$ is $q+1 \times q+1$, but the dimension of $V$ is $n^2 \times n^2$ which can be large if the array is large. Thus, the above vectorization operation may not be feasible for large arrays.

However, it is possible to use Lemma 1 on page 103 to rewrite the criterion in (5C.1) to the same form as in (5C.8) with the corresponding $G$ matrix defined as

$$G = \sum_{k=1}^{p} Q^H (A U_{k,;}^H) \hat{E}_n \hat{E}_n^H Q(a_k), \quad (5C.11)$$

where $U_{k,;}$ denotes the $k^{th}$ row of $U$ and $a_k$ denotes the $k^{th}$ column of $A$. This formulation avoids the large matrix $V$ at the cost of introducing a sum of $p$ terms. Depending on the scenario either (5C.11) or (5C.9) may be the best expression for evaluating the criterion. The Kronecker expression in (5C.9) is valid also for other linear parameterizations of the coupling matrix that not result in a banded complex symmetric Toeplitz matrix. However, Lemma 1 can also be generalized to other parameterizations, and which formulation to choose depends on the explicit parameterization and the size of the array.

Now, in order to concentrate the criterion regarding the coupling parameters $c$ use the partitioned form of the matrix $G$

$$G = \begin{bmatrix} G_{11} & G_{12} \\ G_{12}^H & G_{22} \end{bmatrix} \quad (5C.12)$$

which follows since $G$ is Hermitian and

$$V_{NSF} = G_{11} + G_{12}c + c^H G_{12}^H + c^H G_{22}c =$$

$$G_{11} + (G_{22}^{-1} G_{12}^H + c)^H G_{22} (G_{22}^{-1} G_{12}^H + c) - G_{12} G_{22}^{-1} G_{12}^H. \quad (5C.13)$$

The coupling parameters that minimize the criterion become

$$\hat{c} = -G_{22}^{-1} G_{12}^H. \quad (5C.14)$$

Inserting (5C.14) into (5C.13) gives the concentrated criterion function

$$V_{NSF}(\phi) = G_{11} - G_{12} G_{22}^{-1} G_{12}^H. \quad (5C.15)$$

The criterion is concentrated with respect to the $q$ coupling parameters and only a $p$ dimensional search for the DOAs are needed, just as in the coupling free case. The DOA parameters enter the expression non-linearly, and a damped Newton method is used, similar to the SML method in Section 5.2.
The expression for the Hessian becomes

\[ \nabla_k' = \frac{\partial V_{NSF}}{\partial \phi_k} = \frac{\partial G_{11}}{\partial \phi_k} - 2 \text{Re} \left[ \frac{\partial G_{12}}{\partial \phi_k} G_{22}^{-1} G_{12}^H \right] + G_{12} G_{22}^{-1} \frac{\partial G_{22}}{\partial \phi_k} G_{22}^{-1} G_{12}^H. \]

(5C.16)

The expression for the Hessian becomes

\[ H_{km} = \frac{\partial^2 V_{NSF}}{\partial \phi_k \partial \phi_m} = \frac{\partial^2 G_{11}}{\partial \phi_k \partial \phi_m} + 2 \text{Re} \left[ \frac{\partial G_{12}}{\partial \phi_k} G_{22}^{-1} \frac{\partial G_{22}}{\partial \phi_m} G_{12}^H \right] + \frac{\partial G_{12}}{\partial \phi_m} G_{22}^{-1} \frac{\partial G_{12}}{\partial \phi_k} G_{22}^{-1} G_{12}^H - G_{12} G_{22}^{-1} \frac{\partial G_{22}}{\partial \phi_k} G_{22}^{-1} \frac{\partial G_{22}}{\partial \phi_m} G_{22}^{-1} G_{12}^H - \frac{\partial^2 G_{12}}{\partial \phi_k \partial \phi_m} G_{22}^{-1} G_{12}^H - \frac{\partial G_{12}}{\partial \phi_k} G_{22}^{-1} \frac{\partial G_{12}}{\partial \phi_m} G_{22}^{-1} G_{12}^H + G_{12} G_{22}^{-1} \frac{\partial^2 G_{22}}{\partial \phi_k \partial \phi_m} G_{22}^{-1} G_{12}^H. \]

(5C.17)

The derivatives of \( \mathbf{G} \) depends on which of the formulations (5C.9) or (5C.11) is used. First, the expressions for the Kronecker formulation in (5C.9) will be given and then the expressions for the summation form in (5C.11). Since neither the selection matrix nor the noise eigenvalues depend on the DOAs, the derivative becomes

\[ \frac{\partial \mathbf{G}}{\partial \phi_k} = \mathbf{M}^H \left[ \left( \hat{\mathbf{E}}_n \hat{\mathbf{E}}_n^H \right) \otimes \left( \frac{\partial \mathbf{A}^* \mathbf{U}^* \mathbf{A}^T}{\partial \phi_k} \right) \right] \mathbf{M}, \]

(5C.18)

where

\[ \frac{\partial \mathbf{A}^* \mathbf{U}^* \mathbf{A}^T}{\partial \phi_k} = \left( \frac{\partial \mathbf{a}^*_k \mathbf{U}^*_{k,:} \mathbf{A}^T}{\partial \phi_k} \right) + \left( \frac{\partial \mathbf{a}^*_k \mathbf{U}^*_{k,:) \mathbf{A}^T}{\partial \phi_k} \right)^H. \]

(5C.19)

Furthermore,

\[ \frac{\partial^2 \mathbf{G}}{\partial \phi_k \partial \phi_m} = \mathbf{M}^H \left[ \left( \hat{\mathbf{E}}_n \hat{\mathbf{E}}_n^H \right) \otimes \left( \frac{\partial^2 \mathbf{A}^* \mathbf{U}^* \mathbf{A}^T}{\partial \phi_k \partial \phi_m} \right) \right] \mathbf{M}, \]

(5C.20)

where

\[ \frac{\partial^2 \mathbf{A}^* \mathbf{U}^* \mathbf{A}^T}{\partial \phi_k \partial \phi_m} = \left( \mathbf{U}^*_{km} \frac{\partial \mathbf{a}^*_k \mathbf{a}^T_m}{\partial \phi_k \partial \phi_m} \right) + \left( \mathbf{U}^*_m \frac{\partial \mathbf{a}^*_k \mathbf{a}^T_m}{\partial \phi_k \partial \phi_m} \right)^H. \]

(5C.21)
if \( k \neq m \) and

\[
\left( \frac{\partial^2 \mathbf{a}_k^*}{\partial \phi_k^2} \mathbf{U}_k^*: \mathbf{A}^T + \mathbf{U}_{kk}^* \frac{\partial \mathbf{a}_k^*}{\partial \phi_k} \frac{\partial \mathbf{a}_k^T}{\partial \phi_k} \right) + \left( \frac{\partial^2 \mathbf{a}_k^*}{\partial \phi_k^2} \mathbf{U}_k^*: \mathbf{A}^T + \mathbf{U}_{kk}^* \frac{\partial \mathbf{a}_k^*}{\partial \phi_k} \frac{\partial \mathbf{a}_k^T}{\partial \phi_k} \right)^H \tag{5C.22}
\]

for \( k = m \). For the summation form of \( \mathbf{G} \) in (5C.11), the derivative becomes

\[
\frac{\partial \mathbf{G}}{\partial \phi_k} = \sum_{l=1}^{p} \mathbf{U}_l^* \mathbf{Q}^H \left( \frac{\partial \mathbf{a}_k}{\partial \phi_k} \right) \hat{\mathbf{E}}_n \hat{\mathbf{E}}_n^H \mathbf{Q}(\mathbf{a}_l) + \mathbf{Q}^H(\mathbf{A} \mathbf{U}_{kk}^*) \hat{\mathbf{E}}_n \hat{\mathbf{E}}_n^H \mathbf{Q} \left( \frac{\partial \mathbf{a}_k}{\partial \phi_k} \right). \tag{5C.23}
\]

The second derivatives become

\[
\frac{\partial^2 \mathbf{G}}{\partial \phi_k \partial \phi_m} = \mathbf{U}_{mk}^* \mathbf{Q}^H \left( \frac{\partial^2 \mathbf{a}_k}{\partial \phi_k^2} \right) \hat{\mathbf{E}}_n \hat{\mathbf{E}}_n^H \mathbf{Q} \left( \frac{\partial \mathbf{a}_m}{\partial \phi_m} \right) + \mathbf{U}_{km}^* \mathbf{Q}^H \left( \frac{\partial \mathbf{a}_m}{\partial \phi_m} \right) \hat{\mathbf{E}}_n \hat{\mathbf{E}}_n^H \mathbf{Q} \left( \frac{\partial \mathbf{a}_k}{\partial \phi_k} \right) \tag{5C.24}
\]

if \( k \neq m \) and

\[
\sum_{l=1}^{p} \mathbf{U}_l^* \mathbf{Q}^H \left( \frac{\partial^2 \mathbf{a}_k}{\partial \phi_k^2} \right) \hat{\mathbf{E}}_n \hat{\mathbf{E}}_n^H \mathbf{Q}(\mathbf{a}_l) + 2\mathbf{U}_{kk}^* \mathbf{Q}^H \left( \frac{\partial \mathbf{a}_k}{\partial \phi_k} \right) \hat{\mathbf{E}}_n \hat{\mathbf{E}}_n^H \mathbf{Q} \left( \frac{\partial \mathbf{a}_k}{\partial \phi_k} \right) + \mathbf{Q}^H(\mathbf{A} \mathbf{U}_{kk}^*) \hat{\mathbf{E}}_n \hat{\mathbf{E}}_n^H \mathbf{Q} \left( \frac{\partial^2 \mathbf{a}_k}{\partial \phi_k^2} \right) \tag{5C.25}
\]

if \( k = m \). Finally, inserting the expressions for the derivatives of \( \mathbf{G} \) into (5C.16) and (5C.17) gives the gradient and the Hessian.
Chapter 6

Effects of Model Errors

In the preceding chapter, the effects of an unknown coupling were mitigated by estimating the coupling along with the DOAs. To reduce the number of estimated coupling parameters, the reduced coupling model derived in Chapter 4, was used. For this coupling model, the CRB was calculated and several estimation methods were derived. The quality of these estimation methods was then addressed by comparing the empirical variance of the estimates in a few Monte-Carlo simulations with the CRB. However, the data used in those comparisons were generated using the reduced coupling model, in order for the comparison to the CRB to be valid. Usually when examining different estimation schemes the correct data model is used (as in Chapter 5), since when designing estimation schemes the focus is on finding the best way of utilizing the model at hand. But for the methods to work well in practice, it is of course important to examine how well the model actually describes the measured data. This will be examined in this chapter, but instead of measured data, the expressions for the induced voltages, derived in Section 2.2 using fundamental electromagnetics, will be used. The DOAs and the coupling parameters will then be estimated using the reduced coupling model introduced in Chapter 4 and the estimation schemes from Chapter 5.

How the estimation of both the coupling and the DOAs work is examined in a few scenarios. Several methods are used to estimate the parameters and the result is presented using the MUSIC spectra to gain some insight of the problems. Then, the average RMSE error is calculated for a few cases using the different estimation methods. Finally, since the effect of coupling essentially changes the response of the array and in some way blurs the response, it is interesting to examine the effects on the signal estimates when a jammer is present.
6.1 Impact of Model Errors

How the joint estimation of both the coupling and DOAs works on data generated using the electromagnetic model and how large impact the model errors have on the DOA estimation is examined in this section. The focus is on the effects on the DOA estimation, since usually the coupling parameters are only nuisance parameters. The effects will be examined by calculating the estimates using the Root-Music, SML, and the NSF methods. Also, the DOA estimates are calculated without any compensation for the coupling using the Root-Music method. The Root-Music method is used instead of the iterative MUSIC, due to the the lower resolution threshold of the latter method. The results of the calculations are illustrated by displaying the MUSIC-spectra using the estimates from the different methods.

First, consider a 15 element half-wavelength dipole array with an element separation of $\lambda/2$. Three plane waves are incident upon the array and the DOAs $(75^\circ, 77^\circ, 80^\circ)$ are to be estimated. The signal to noise ratio (SNR) is 30dB and $N = 1000$ snapshots are collected. If the coupling is left uncompensated, the MUSIC spectrum in Figure 6.1 fails to resolve the sources, and therefore the iterative MUSIC method can not be used. Here, the Root-
Music method, SML method, and the NSF method are used with 8 coupling parameters, and the resulting estimates are illustrated by calculating the MUSIC spectrum using the estimated coupling. When the coupling is considered unknown and estimated along with the DOAs, peaks in the spectra appear for the different methods.

Estimating the coupling along with the DOAs results in a larger model that better describes the data, and therefore the peaks become sharper. But the estimation methods are affected differently from the fact that the reduced coupling model only partly captures the properties of the full electromagnetic model. The Root-Music method just barely resolves three sources. The SML and NSF methods produce similar spectra and three sharper peaks appear. Remember that NSF is an asymptotic version of the SML method. But the peaks do not appear at the true DOAs, due to the modeling error that results from using the simpler coupling model. How large the error in the DOA estimates becomes depends on the angles.

Furthermore, since the different methods are affected in different ways by the model error, any general conclusions are hard to find. Also included in the figure is the MUSIC spectrum for the case of a known coupling, and in that case three sharp peaks appear. In that case, the only difference to the usual MUSIC method is that the steering matrix has changed into an effective steering matrix, as discussed in Section 3.3.2. The spectrum is essentially the same as in the hypothetical coupling free case.

In the next example, two waves are incident from $(80^\circ, 84^\circ)$ upon a smaller array of 8 elements and 4 coupling parameters are used, see Figure 6.2. The uncompensated MUSIC method almost fails to resolve the sources, whereas MUSIC with known coupling gives sharp peaks. When the coupling is estimated, the Root-Music method gives two peaks, but rather far from the true DOAs. Slightly higher peaks are obtained using the SML method, that also appear closer to the true DOAs. The best method in this example is the NSF method, that gives the sharpest peaks closest to the true DOAs. Here, the difference between the NSF and SML methods indicate that a large portion of the error is due to the model error, since otherwise these methods would give almost identical estimates. The effect of the model error is heavily dependent on the incidence angles, thus making comparisons for specific angles of less interest. Therefore, in the next section, an average measure of the model error will be introduced.

Another parameter that affects the estimation performance is how many coupling parameters that are estimated. If too few parameters are used, the model does not capture the properties of the coupling. If too many parameters are used, the variance is increased as analyzed in Section 5.3. In Figure 6.3, both the DOAs and the coupling parameters are estimated using
the SML method with an array of 10 \( \lambda/2 \) dipoles spaced \( \lambda/2 \) apart when two waves are incident from \((80^\circ, 85^\circ)\). The RMSE for \( \phi = 80^\circ \) is calculated for different SNRs and numbers of coupling parameters. The number of snapshots used was 1000, and the initialization values in the search were taken as the estimates obtained from the Root-Music method after 5 iterations.

Increasing the SNR does not help if the coupling is left uncompensated, since the dominating error source in that case is the model error. However, already when using only one single coupling parameter, the situation improves significantly. The RMSE decreases when the SNR is increased, indicating that the model works better now. The best performance is obtained using two or three coupling parameters depending on the SNR value. Thus, the performance can be increased by estimating only a few coupling parameters indicating that coupling can be accounted for.

Now, the MUSIC spectrum for several different cases and also the influence of the number of coupling parameters on the estimation performance have been examined. The model errors were found to dominate the error in the DOA estimation in many cases, indicating that if the full coupling matrix can be found by a calibration scheme it should be used. However, that is not possible in all cases and by using a few coupling parameters the
6.2 Average Error

The impact of the model errors is heavily dependent on the incidence angles, and therefore it is hard to draw any general conclusions. To obtain more knowledge of how well the reduced model and estimation methods work, an extensive simulation study or even better a large scale measurement study is needed. But since both of these options are time- and resource-consuming, an averaging operation is used to get some overall performance measure, although without any claims of being exhaustive. Since the effects of coupling are heavily dependent on the incidence angles, a natural measure is to average the RMSE over all possible incidence angles. Assuming that the DOAs ($\phi$) are uniformly distributed in the area of interest, the average RMSE can be estimated performance can be improved. Furthermore, the effects of the model error was highly dependent on the DOAs, and also the different methods worked quite differently for different incidence angles, and any general conclusions were hard to find. Therefore, in the next section an average error is calculated that makes more general conclusions possible.

Figure 6.3: The RMSE for $\phi = 80$ when estimating both DOAs and coupling parameters using an array of $10\lambda/2$ dipoles spaced $\lambda/2$ apart when two waves are incident from $(80^\circ, 85^\circ)$. The RMSE is calculated for different SNR and number of coupling parameters where 1000 snapshots were used.
defined as
\[ \hat{R} = \sum_{k=1}^{p} E [\text{RMSE}(\phi_k)]. \] (6.1)

However, calculating the expectation is difficult, and therefore an approximative measure can be defined as
\[ \bar{R} = \sum_{k=1}^{p} \frac{1}{N_{av}} \sum_{n=1}^{N_{av}} \text{RMSE}_n(\phi_k), \] (6.2)

where the RMSE value is averaged over \( N_{av} \) Monte-Carlo simulations using DOAs that are uniformly distributed over the area of interest. Using this average RMSE value, the effect of the modeling errors can be evaluated and the different algorithms compared. Such a comparison, of course, only tells part of the story, but at least it is better than calculating the estimates for specific scenarios.

First, a 5 element half-wavelength dipole array with element separation of \( \lambda/2 \) will be considered, since the coupling effects are larger for a small array. Two plane waves are incident upon the array and the DOAs of these are assumed to be uniformly distributed in the interval \( 20^\circ - 90^\circ \). Waves incident closer to end-fire are excluded, since the estimation performance there is severely reduced. The signal to noise ratio (SNR) is chosen large (50dB), in order to let the part of the RMSE due to the model errors dominate over the variance part. Also, \( N = 1000 \) snapshots are collected and \( N_{av} = 5000 \) Monte-Carlo simulations are averaged to calculate the average RMSE value \( \bar{R} \) in Figure 6.4.

To avoid that a single realization dominates the RMSE value, i.e. so-called outliers, estimates that are more than 10\(^\circ\) off are excluded from the averaging operation. The uncompensated Root-Music method results in an average RMSE value close to 4\(^\circ\). However, by modeling the coupling and estimating only one coupling parameter the average RMSE can be significantly reduced. The averaging operation gives only a very rough picture of the effects of model errors and the different estimation methods behave similarly in this case. To examine the quality of the different estimation methods a more detailed analysis is needed.

Adding more coupling parameters does not further reduce the average RMSE error significantly. The RMSE error is still quite large, thus the reduced coupling model considered here only captures some of the coupling properties. But that the RMSE decreases significantly when only estimating one coupling parameter, indicates that the model is reasonably good.

For larger arrays, more coupling parameters can be estimated and next, a larger array of 15 elements is considered. The average RMSE is calculated by
averaging the results from 5000 simulations. Here, the average RMSE error is smaller due to the larger array, and therefore estimates that deviates more than 3° are considered to be outliers and are excluded from the averaging operation. Another implication of a larger array is that it allows for more parameters to be estimated with just a small increase in variance, as discussed in Section 5.3. The RMSE value when estimating 5 coupling parameters is decreased to less than half the value when no compensation is applied. The different estimation methods give similar results, also in this case.

The contribution to the average RMSE from model errors is quite large and for larger SNR values, the model error part will dominate. In Figure 6.6, the average RMSE is shown for an array of 8 elements for different SNRs. For small SNRs, the variance of the estimates dominate $\hat{R}$ and estimating coupling parameters further increases the RMSE. For larger SNRs, the model error part dominate, and here the RMSE can be decreased by estimating a few coupling parameters.

The RMSE values in these simulations are relatively large indicating that better models than the reduced coupling model can be found. Of course, the full coupling matrix should be estimated if possible, but if the DOAs are
unknown only a few coupling parameters can be estimated. In that case, only part of the properties of the coupling can be obtained. But the estimation problem considered here with no knowledge about the coupling is probably not a realistic one. In reality some knowledge about the coupling usually exists and should be incorporated and some deviation from a nominal model could be estimated using the reduced coupling model considered here. Also, the mutual coupling between dipoles is strong and other antenna elements usually experience less coupling, which probably makes it easier to model the coupling in that case. Therefore, other models that better describe the coupling, can probably be found and if the coupling parameters enter the coupling matrix linearly, the methods considered here are easily modified to this model. For example, in the NSF method this corresponds to simply changing the $M$ matrix.

Now, the effects of the model errors introduced by using the reduced model for estimating the coupling on the average RMSE value of the DOAs have been studied. Next, the effects on signal estimation in the presence of jammers is examined.

Figure 6.5: The average RMSE $\bar{\hat{R}}$ for the Root-Music (with uncompensated and estimated C), SML, and NSF methods versus the number of coupling parameters. An array of 15 $\lambda/2$ dipoles spaced $\lambda/2$ apart is used. Two waves are incident from uniformly distributed angles in $(20^\circ, 90^\circ)$. The number of snapshots is $N = 1000$, SNR = 50dB, and $N_{av} = 5000$. 
6.3 Interference Rejection

One problem when estimating the signals that are incident on the array is the interference from other signals that also induce voltages on the antenna elements. In particular, if the interfering signals are of significantly higher power, the estimation problem becomes difficult. Interfering signals of large power are usually called jammers and a rich literature on the subject of interference suppression exists [Far92, He93, VB88]. Here, the influence of an unknown coupling will be examined in a very simple manner. Only one signal is transmitted and there is only one jammer present. First, the DOAs of these waves are estimated and then the signal values of the interesting signal is estimated as

$$\hat{s} = (C(\hat{c})A(\hat{\phi}))^\dagger X, \quad (6.3)$$

where $X$ is the measured data and $(\hat{c}, \hat{\phi})$ are the estimated parameters. This is of course a very simple method to obtain an estimate of the signal, but here the effects of mutual coupling will be examined using this method. In [Adv97, AS96], a MOM solution of the antenna is used to account for the mutual coupling by considering also the reflections from the open circuited
neighboring elements and thus obtaining close to complete jammer cancellation. Using the simple method suggested here, the cancellation will be far from complete, but on the other hand no explicit knowledge of the actual antenna setup and no MOM solution is necessary. Also, this simple method will work on most antenna arrays, but of course with various result. Furthermore, if the NSF method is used, the numerical search will be of the same dimension as if the coupling was known.

Consider an array of $8 \lambda/2$ dipoles spaced $\lambda/2$ apart and the DOAs and 3 coupling parameters are estimated with the Root-Music, SML, and NSF methods respectively. The noise power is $-30$dB and 1000 snapshots are taken. The jammer signal is $10^\circ$ off the interesting signal in this simulation. However, since the effects of mutual coupling are highly dependent on the DOA, the result is averaged over the incidence angle of the interesting signal in the interval $(50^\circ, 90^\circ)$. In Figure 6.7, the Mean Square Error (MSE) of the estimated signal using the different methods is shown.

If the coupling is left uncompensated, the signal estimate deviates significantly already for equal signal powers, and increases rapidly with increasing jammer power. The Root-Music method reduces the error in signal power
for low jammer power, but for high jammer power the reduction is small. The NSF method offers more error reduction or interference suppression for higher jammer power. The best method is the SML method, that offers the best interference rejection especially for high jammer power. Thus, the interference rejection can be increased significantly by estimating a few coupling parameters along with the DOAs. For better performance, a more complex model is needed. However, as discussed in previous section usually some knowledge about the coupling exists and should be used to formulate another coupling model.

6.4 Conclusions

If it is not possible to obtain the coupling matrix by calibration measurements, an unknown uncompensated coupling will deteriorate the DOA estimation performance. However, the effects of the unknown coupling can be mitigated by estimating the unknown coupling and that was examined in this chapter. Data was generated using the full electromagnetical coupling model, and the coupling was estimated using the reduced coupling model. That introduces model errors and the impact of these errors was examined. First, the effects of an unknown coupling was investigated by estimating the DOAs, and the coupling parameters using the methods derived in Chapter 5. It was found that the effects were angle dependent, but the estimation performance could be improved by estimating only a few coupling parameters.

To get some general result of the improvement by estimating the coupling, an average RMSE value was calculated and it was found that the model error could be substantially reduced by estimating only a few coupling parameters. But for high SNRs, the model error dominated the RMSE value. The value was reduced compared to the uncompensated case, although much larger than the RMSE value for the known coupling case. But, if it is not possible to obtain the coupling matrix by some calibration scheme, the effects can thus be reduced by estimating a few coupling parameters.

Finally, the effects of an unknown mutual coupling were examined in a scenario where an interesting signal was received in the presence of a jammer signal. If coupling was not compensated for, the estimated signal deviated significantly from the true signal. However, by estimating the coupling along with the DOAs, the deviation was decreased substantially.
Chapter 7

Multimode Based Direction Finding

Direction finding by exploiting higher order modes of a modified biconical antenna is considered. The DOA of an incident wave is estimated by using the fact that the different modes have different directional properties. Since only one antenna element is used, several problems encountered when using an array of elements are avoided such as problems with mutual coupling between antenna elements. The direction finding performance is examined by calculating the CRB and the ML estimator for several different cases. It is found that an antenna employing multiple modes, i.e. a multimode antenna, offers direction finding performance comparable to the traditional antenna array using only a single physical antenna element.

7.1 Introduction

Direction finding is of great importance in a variety of applications, such as radar, sonar, communications, and recently also personal locating services. In the last two decades, direction finding and sensor array processing has attracted considerable interest in the signal processing community. The focus of this work has been on high resolution DOA estimation algorithms [KV96]. These algorithms exploit the fact that an electromagnetic wave that is received by an array of antenna elements reaches each element at different time instants. A different approach was presented in [NP94], where the DOA is estimated from the cross-product of the electric and magnetic field that are measured using an EM Vector Sensor (VS). Of these, the antenna array has received by far the most attention in the signal processing literature.

Recently, a modified biconical antenna was introduced in [DW98]. It offers interesting possibilities of forming directional beams by exiting higher
order modes. The biconical antenna is known as an easy to build broadband antenna with omnidirectional radiation. If higher order modes are excited, directional radiation patterns can be achieved [DW98]. By exciting the different modes separately, a number of antenna ports are obtained while only using a single antenna element. In a sense, the biconical antenna offers characteristics similar to an antenna array through multiple modes, without requiring many expensive antenna elements. The possibilities of forming directional beams, using a multimode antenna, was considered in [DW98], but no direction finding analysis was undertaken. Another application of a biconical antenna can be found in [ZHM+00], where several directional beams are used when studying angular properties at both transmitter and receiver, i.e. the Direction Of Departure (DOD) and DOA, in an indoor scenario. The direction finding performance of the biconical antenna and its potential use in high resolution direction finding will be analyzed in this paper.

7.2 Biconical Antenna

Many different types of antenna elements support excitation of higher modes. Here, a biconical antenna [DW98] will be analyzed. An example of how a multimode microstrip antenna can be used as a diversity receiver, is given in Chapter 10. A biconical antenna consists of two conical horns facing opposite directions as illustrated in Figure 7.1, where $\alpha$ denotes the flare angle and $l$ the length of the horn. Note that the flare angle of the upper and lower cones are identical, i.e. the antenna is symmetric.

The concept of exciting higher order modes is rather unknown in the signal processing society, but is well known by antenna designers. Essentially, different modes in electromagnetics represent different solutions to Maxwell’s equations that fulfill the boundary conditions for the geometry at hand. In fact, it is possible to separately excite several modes at the same frequency on one antenna structure and regard these as different antenna ports. A multimode antenna is thus an antenna where several modes are excited separately on the same antenna structure.

In the traditional analysis of the biconical antenna, a coaxial waveguide is used to to excite the antenna. By enlarging the diameter of the coaxial feed, more solutions or modes are possible. The enlargement of the coaxial waveguide allows for higher order circular modes in the feed. These circular waves are then transformed into spherical waves that propagate on the biconical structure that in turn radiates a field. It is important to note that it is possible to design the overmoded coaxial feed in such a way that no modal coupling between modes occurs [DW98].
7.2 BICONICAL ANTENNA

In principle, the far-field is derived by integrating the fields from an infinite biconical transmission line over the biconical aperture [Bal89, Sva00h]. The lowest order mode, the dominant or fundamental mode, is a so-called Transverse ElectroMagnetic (TEM) mode, where both the electric and magnetic field are perpendicular to the propagation direction. The higher order modes result in solutions of Transverse Electric (TE) type, i.e. where only the electric field is perpendicular to the propagation direction. Note that these modes are simply solutions to Maxwell’s equations that fulfill the boundary conditions of the biconical structure for specific values of $l$ and $\alpha$. The far-field expression for the TEM mode can be written as

$$\vec{E}_0 = \vec{\theta} \frac{e^{-jkr}}{r} G_0(\theta, l, \alpha),$$

(7.1)

where $k$ denotes the wave number\(^1\), $r$ the radial distance from the antenna, and $G_0(\theta, l, \alpha)$ denotes the element pattern. The expression for the element pattern is quite complicated, see Appendix 10A and [DW98, Sva00h].

The corresponding expression of the far-field of the TE\(_{mn}\) mode can also be written as in (7.1). Here, the first index refers to the azimuthal mode order and the second to the elevation order [Bal89, DW98]. There is, however, one

\(^1\)The wave number $k = \frac{2\pi}{\lambda} = \frac{\omega}{\sqrt{\mu\epsilon}}$, where $\lambda$ is the wavelength. The symbols $\epsilon$ and $\mu$ denote the dielectric constant and the permeability of the medium respectively.
important difference to the TEM case. While the TEM field actually is independent of $\phi$, the TE field does have an azimuth dependency

$$G_m(\theta, \phi, l, \alpha) = \cos(m\phi) G'_m(\theta, l, \alpha) \quad m \geq 1,$$

where $G'_m(\theta, \phi, l, \alpha)$ is the remaining azimuth independent term of the radiation pattern, see Appendix 10A and [DW98, Sva00h].

Since the radiation intensity pattern provides some insight into the properties of the biconical antenna with higher order modes, it will be calculated next. The radiation intensity $U(\theta, \phi)$ can be written as

$$U(\theta, \phi) = \frac{r^2}{2\eta} |\vec{E}_{tot}|^2,$$

where $\eta$ is the intrinsic impedance of the propagation medium and the total field radiated from the biconical antenna $\vec{E}_{tot}$ is the sum of the modal fields as

$$\vec{E}_{tot} = \sum_{m=1}^{M} A_m \vec{E}_m(\theta, \phi),$$

where $A_m$ is the amplitude of mode $m$. Only the azimuth radiation pattern will be considered here. Also, to reduce the notational complexity the patterns are normalized to $G'_m(\theta, l, \alpha) = 1$. The radiation pattern of the multimode biconical antenna can then be written as

$$U(90^\circ, \phi) = \frac{1}{2\eta} \sum_{m=1}^{M} A_m \cos(m\phi)^2.$$

The radiation pattern using $A_m = 1 \forall \ m = 1, \ldots, M$ for a biconical antenna with $M = 4$ modes is shown in Figure 7.2. The width of the main lobe is actually smaller than that of the antenna array for this case when $\phi = 0^\circ$ (end-fire). However, if the beam is steered towards broadside ($\phi = 90^\circ$) the opposite result is obtained. To steer the beam towards angle $\phi_0$, the weights should be chosen as $A_m = \cos m\phi_0$, which is related to the Discrete Cosine Transform (DCT) in the same manner as the uniformly spaced linear array is related to the Discrete Fourier Transform (DFT).

In order to analyze the direction finding properties, an expression for the antenna in receive mode is needed. Unfortunately, no explicit expressions are included in antenna textbooks, since antennas are usually analyzed in transmit mode and not in receive mode. However, expressions for the received voltages are easily derived [Mey00, Kil99]. The analysis is based on reciprocity and knowledge of the far-field radiation function of the antenna
Figure 7.2: The radiation pattern using $A_m = 1 \ \forall \ m = 0, \ldots, M$ for a biconical antenna with $M = 4$ modes (solid) and the corresponding pattern of a four element array with $\lambda/2$ element separation (dashed).

$\tilde{G} = \vec{g}G(\theta, \phi)$, where $\vec{g}$ is the orientation of the far-field. Using the results from [Kil99], the induced voltage becomes

$$v = -j \frac{4\pi}{k\eta} \left( \frac{1}{I_{in}} \vec{G} \cdot \vec{E}_i \right),$$

where $k$ is the wave number, $I_{in}$ the input current used when calculating $\vec{G}$, and $\vec{E}_i$ denotes the incident field. In the following, only waves incident in the $x - y$ plane, i.e. $(\theta = 90^\circ)$ will be considered. Assuming an incident field from the $\phi$ direction of strength $E_s$ and polarization $\vec{\rho}$

$$\vec{E}_i = \vec{\rho}E_s,$$

the received voltage of mode $m$ can be written, using (7.1), (7.2), and (7.6) as

$$x_m(t) = \cos(m\phi)E_s \vec{\rho} \cdot \vec{\theta},$$

if the normalization $G'_m(\theta, l, \alpha) = 1$ is used. It is further assumed that no polarization losses occur, i.e. $\vec{\rho} \cdot \vec{\theta} = 1$. If $p$ waves are incident upon an antenna with $M$ modes, the received voltages can be written in matrix form as

$$\mathbf{x}(t) = \mathbf{A}(\phi)\mathbf{s}(t) + \mathbf{n}(t),$$

where the vector of measured voltages $\mathbf{x}(t)$ is $M \times 1$. The matrix $\mathbf{A}(\phi)$ ($M \times p$) corresponds to the response of the different modes and has elements
[\mathbf{A}(\phi)]_{pq} = \cos p\phi_q$. This matrix is typically called steering matrix in the sensor array processing literature. The signal vector $\mathbf{s}(t)$ is $p \times 1$ and contains the strength of the received fields. Finally, the noise vector $\mathbf{n}(t)$ is $M \times 1$.

### 7.3 Direction Finding Performance

The data model (7.9) is identical to the usual data model used in sensor array processing [KV96], except for a new steering matrix. This will of course change the direction finding properties. Before the properties of a specific DOA estimation scheme is studied, a lower bound, the Cramér-Rao lower Bound (CRB), on the variance of the DOA estimates will be analyzed. Note that it is possible to asymptotically achieve this bound with methods that are described in the next section. Expressions for the CRB was derived for an array of antenna elements in [OWVK89]; and can also be applied to the multimode antenna by changing the steering matrix.

\[
E\{(\hat{\phi} - \phi_0)(\hat{\phi} - \phi_0)^T\} \geq \mathbf{B} \quad (7.10)
\]

\[
\mathbf{B} = \frac{\sigma^2}{2N} [\Re\{(\mathbf{D}^H \mathbf{P}_A^\perp \mathbf{D}) \odot (\mathbf{S} \mathbf{A}^H \mathbf{R}^{-1} \mathbf{A}^H)^T\}]^{-1},
\]

where

\[
\mathbf{D} = \begin{bmatrix} \frac{\partial \mathbf{a}(\phi)}{\partial \phi} \bigg|_{\phi = \phi_1}, \ldots, \frac{\partial \mathbf{a}(\phi)}{\partial \phi} \bigg|_{\phi = \phi_p} \end{bmatrix} \quad (7.11)
\]

Here, $\odot$ denotes the Hadamard (or Schur) product, i.e., element-wise multiplication and $\mathbf{P}_A^\perp = \mathbf{I} - \mathbf{P}_A = \mathbf{I} - \mathbf{A}\mathbf{A}^+ \smallsec$ is the orthogonal projector onto the null space of $(\mathbf{A})^H$. The matrix $\mathbf{R} = \mathbf{A}\mathbf{S}\mathbf{A}^H + \sigma^2\mathbf{I}$ is the covariance matrix of the measured voltages $\mathbf{x}(t)$ and $N$ denotes the number of time samples.

The square root of the CRB, i.e. the standard deviation, is shown in Figure 7.3 for different antenna configurations as two waves are incident from $(30^\circ, 30^\circ + \Delta)$. Only the CRB for the first DOA, i.e. the wave arriving from $30^\circ$, is shown since the CRB for the second DOA will behave similarly. Therefore, in the following CRB comparisons only the first DOA will be considered. The standard deviation for a uniform linear array of three elements spaced $\lambda/2$ apart is compared to a biconical antenna employing three to five modes. As expected, the performance increases with the number of modes. Also, note that the three element array behaves similar to the biconical antenna employing four modes. However, these results depend on the

\[\mathbf{M}^\dagger\] is the Moore-Penrose pseudo inverse of $\mathbf{M}$. 
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Figure 7.3: The square root of the CRB for several different configurations when two waves are incident from $(30^\circ, 30^\circ + \Delta)$ with SNR=10dB and 1000 samples.

incidence angles, since the array will work best for broadside and worst for end-fire incidence.

In Figure 7.4, the standard deviation is shown for the same antenna configurations as in Figure 7.3 when two waves are incident from $(\phi_0, \phi_0 + 5^\circ)$. It is found that the multimode antenna performance is worse for angles close to end-fire $\phi_0 = 0^\circ$ (similar to the traditional array). Also, the manner in which the performance increases when moving away from end-fire, is almost identical for the array and the multimode antenna. However, since the received power of the biconical antenna depends on the DOA, due to the real sinusoidal terms, the performance will vary with the DOA. This dependency will be different for each mode since the sinusoidal terms are different, see (7.2).

Thus, the multimode antenna offers DOA estimation performance similar to that of an array. In the next section, two methods for DOA estimation with a multimode antenna are evaluated.

In order for the analysis in the following sections to be valid, some additional assumptions are needed:

- the steering matrix has full rank, i.e., $\text{rk}(A) = p$
Figure 7.4: The square root of the CRB for several different configurations when two waves are incident from \((\phi_0, \phi_0 + 5^\circ)\) with SNR=10dB and 1000 samples.

- \(n(t)\) is temporally white and circularly Gaussian distributed: \(n(t) \in \mathcal{N}(0, \sigma^2 I)\)
- \(s(t)\) is also temporally white and circularly Gaussian distributed: \(s(t) \in \mathcal{N}(0, S)\)

The noise is both spatially and temporally white, while the signal is only assumed to be temporally white. Furthermore, the signal is assumed to be uncorrelated with the noise.

### 7.4 Estimation Methods

The analysis in the previous section was based on the CRB on the estimation error. In this section, algorithms that approximately achieve this lower bound will be discussed. In principle, all DOA estimation schemes derived for a general antenna array can also be applied to the multimode antenna by inserting the new steering matrix. For an overview of DOA estimation methods, see [KV96, VS01]. Here, the DOA estimation performance for two of the most well known algorithms will be examined and compared to the CRB.
Figure 7.5: The normalized MUSIC spectrum when two waves are incident from 30° and 40° upon a five mode multimode antenna and a four element array with SNR=10dB and 1000 samples.

In [Sch79], a very popular high resolution DOA estimation method, MUSIC, was introduced where the DOA estimates are taken as those $\phi$ that maximizes the MUSIC criterion function

$$\hat{\phi} = \arg \max_{\phi} \frac{a^H(\phi)a(\phi)}{a^H(\phi)\hat{E}_n\hat{E}_n^H a(\phi)}.$$  (7.12)

Usually this is formulated as finding the $p$ largest peaks in the "MUSIC spectrum". Here, $\hat{E}_n$ denotes the $M - p$ eigenvectors corresponding to the $M - p$ smallest eigenvalues of the estimated covariance matrix $\hat{R}$. A typical example of a MUSIC spectrum is shown in Figure 7.5, where two waves are incident from 30° and 40° upon a five mode multimode antenna and a 4 element array with SNR=10dB and 1000 samples. This figure indicates that the multimode antenna, in this case, offers a performance similar to the antenna array. Furthermore, when the incident signals are uncorrelated, the MUSIC method is unbiased and approximately achieves the CRB (i.e. efficient). Unfortunately, the method breaks down for correlated signals, which are common in communication applications due to multipath. Thus, in these cases another method is required.

The Maximum Likelihood (ML) method is the chief systematic approach of model-based estimation. In [Böh86], the ML DOA estimator for an array
of antenna elements was introduced. The ML estimates are unbiased and efficient also for correlated signals. Furthermore, the ML method is easily modified to the multimode antenna by inserting the new steering matrix. Using the model in (7.9) and the statistical assumptions in Section 7.2, the negative log likelihood function to be minimized becomes

$$\hat{\phi} = \arg\min_{\phi} \log \left| \mathbf{P}_A \hat{\mathbf{R}} \mathbf{P}_A + \frac{\text{Tr}[\mathbf{P}^\perp_A \hat{\mathbf{R}}]}{M - p} \mathbf{P}^1_A \right|$$

Figure 7.6: The RMSE (first DOA) for ML and MUSIC when two waves are incident from 40° and 60° upon a four mode antenna versus SNR with 1000 samples and correlated signals (0.9).

and the DOA estimates are taken as the minimizing arguments of it. In Figure 7.6, the RMSE for ML and MUSIC when two waves are incident from 40° and 60° upon a four mode antenna, is shown for different SNRs. Two highly correlated signals $S_{1,2} = S_{2,1} = 0.9$ are used. As expected, the MUSIC method fails, while the ML method achieves the CRB already at quite low SNRs. The simulation examples clearly indicates that the biconical antenna offers DOA estimation performance comparable to that of a traditional antenna array, although with one additional mode than elements.
7.5 Conclusions

By exciting the biconical antenna with higher order modes, directional radiation patterns are obtained that successfully can be used to estimate DOAs. Since the multimode antenna only requires one antenna element it avoids many of the problems encountered when employing an array of elements. Another advantage of the biconical antenna is that it can be manufactured at a very low cost [DW98]. A data model for the multimode antenna was derived and the direction finding performance was examined by calculating the CRB and the ML estimator for several different cases. It was found that the multimode antenna offers direction finding performance comparable to the traditional antenna array using only a single antenna. Thus, exploiting multimodes for direction finding is a new and interesting alternative that offers several advantages over traditional arrays.

However, it should be stressed that only the theoretical possibility of using the higher order modes of antennas for direction finding was examined. More work on the antenna design is needed to find suitable positions of the feeds, appropriate dimensions, and a matching network that minimizes the losses in the antenna. It is also important to note that in this chapter, only the case of exploiting the individual modes directly is examined. Many other possibilities exists. For instance, it is also possible to use several modes to form narrow beams, that can be used for direction finding applications. Hence, exploiting higher order modes for direction finding offers many interesting possibilities.
Direction Finding Using a Switched Parasitic Antenna

Direction finding by exploiting the directional radiation patterns of a Switched Parasitic Antenna (SPA) is considered. By employing passive elements (parasites), which can be shorted to ground using pin diodes, directional radiation patterns can be obtained. The direction finding performance of the SPA is examined by calculating a lower bound on the direction finding accuracy, i.e. the CRB. It is found that the SPA offers a compact implementation with high-resolution direction finding performance using only a single radio receiver. Thus, exploiting SPAs for direction finding is an interesting alternative to traditional antenna arrays offering compact and low-cost antenna implementations.

8.1 Introduction

Direction finding is of great importance in a variety of applications, such as radar, sonar, communications, and recently also personal locating services. In the last two decades, direction finding and sensor array processing has attracted considerable interest in the signal processing community. The focus of this work has been on high resolution, i.e. a resolution higher than the width of the main lobe, DOA estimation algorithms [KV96]. These algorithms exploit the fact that an electromagnetic wave that is received by an array of antenna elements reaches each element at different time instants. Although the performance of these systems is excellent, an unfortunate aspect is the high costs of employing a radio receiver for each antenna element. Furthermore, it is expensive to calibrate and maintain antenna arrays with
many antenna elements.

Recently, it was proposed to employ an SPA for direction finding [PTS+98, PTL+97] that only uses a single active radio receiver, thereby significantly reducing the cost. The SPA offers characteristics similar to an array antenna with several beams by using passive antenna elements that serve as reflectors when shorted to ground. Different directional patterns can be achieved by switching the short-circuits of the passive elements using pin diodes. The possibilities of exploiting these patterns for high-resolution DOA estimation will be examined in this paper, since no attempt to employ high-resolution DOA methods was undertaken in [PTS+98, PTL+97].

8.2 Switched Parasitic Antenna

Switched Parasitic Antennas offering directional patterns dates back to the early work of Yagi and Uda in the 1930’s [Bal82]. The concept is to use a single active antenna element, connected to a radio transceiver, in a structure with one or several passive antenna elements, operating near resonance. These passive elements are called Parasitic Elements (PEs) and act together with the active element to form an array, as in the well known Yagi-Uda array [Bal82]. To alter the radiation pattern, the termination impedances of the PEs are switchable, to change the current flowing in those elements. The PEs become reflectors when shorted to the ground plane using pin diodes [STLO00] and when not shorted, the PEs have little effect on the antenna characteristics. The receiver is always connected to the center antenna element so there are no switches in the RF direct signal path.

An interesting possibility to obtain directional information is to sample the received signal with several different radiation patterns, since the switching time of a pin diode is only of the order of a few nanoseconds. This technique of oversampling the received signal is common in many communication systems, but here the oversampling is performed in both time and space, i.e. spatio-temporal oversampling. If the increased sampling rate (or bandwidth) poses a problem, a bandpass sampling strategy could also be employed. In this chapter, the potential in using the different radiation patterns of an SPA for direction finding will be examined. However, further work is needed on the practical aspects of the antenna design as well as sampling strategies.

In the literature, it has been proposed to use monopoles on a ground plane [STLO00] or patch antennas [PT97] as SPAs. In this paper, a monopole on a ground plane is used because of its omnidirectional properties. A four Direction Symmetric (4-DS) monopole parasitic antenna is shown in Figure
8.2 SWITCHED PARASITIC ANTENNA

Figure 8.1: A five element monopole SPA. The center element is active and connected to the transceiver. The four passive antenna elements can be switched in or out of resonance using appropriately biased pin diodes.

8.1 and a three Direction Symmetric (3-DS) antenna is shown in Figure 8.2. The antenna in Figure 8.2 has an additional circle of parasitic elements that always are shorted to ground. The effect of this arrangement is an increased directivity as their lengths are shorter than the corresponding resonant length ($\approx \lambda/4$) and will lead the induced Electro-Motive Force (EMF) [Bal82]. The lengths and distances displayed in Figure 8.1 and 8.2 are not optimal in any way. Note that the resulting antennas are very compact ($\lambda/4$ and $\lambda/2$) compared to corresponding linear arrays with $\lambda/2$ separation distance ($2\lambda$ and $3\lambda/2$).

The antennas in Figures 8.1 and 8.2 were simulated using the HFSS (High Frequency Structure Simulator) from Agilent Technologies Inc. which is a 3D simulator using the Finite Element Method (FEM), to solve for the electromagnetic field. The software was used to calculate the far-field radiation pattern of the antenna for different settings of the switched parasitics. The monopole elements were cylindrical with a length to radius ratio $l/r = 100$ which yields a first resonance at approximately $0.24\lambda$ [Bal82].

The far-field power radiation pattern in the azimuth plane $F(\phi)$ for the 4-DS SPA is shown in Figure 8.3. The corresponding pattern for the 3-DS SPA is similar and not shown. The directivity of the two antennas are 9.9 dB and 10.0 dB respectively. Thereby, only a small gain in directivity was achieved by the extra ring of shorted parasites.

Once the far-field radiation properties are found, it is straightforward to derive a model for the received voltages [Kil99, Mey00]. If $p$ waves are incident upon an antenna with $M$ symmetry directions, the received voltages can be written in matrix form as

$$x(t) = A(\phi)s(t) + n(t),$$ \hspace{1cm} (8.1)
where the vector of measured voltages $\mathbf{x}(t)$ is $M \times 1$. The matrix $\mathbf{A}(\phi)$ ($M \times p$) corresponds to the response of the different symmetry directions and has elements $[\mathbf{A}(\phi)]_{qr} = F(\phi_r + 2q\pi/M)$. This matrix is typically called steering matrix in the sensor array processing literature. The signal vector $\mathbf{s}(t)$ is $p \times 1$ and contains the strength of the received fields. Finally, the noise vector $\mathbf{n}(t)$ is $M \times 1$.

In order for the analysis in the following sections to be valid, some additional assumptions are needed:

- the steering matrix has full rank, i.e., $\text{rk}(\mathbf{A}) = p$
- $\mathbf{n}(t)$ is temporally white and circularly Gaussian distributed: $\mathbf{n}(t) \in \mathcal{N}(0, \sigma^2 \mathbf{I})$
- $\mathbf{s}(t)$ is also temporally white and circularly Gaussian distributed: $\mathbf{s}(t) \in \mathcal{N}(0, \mathbf{S})$

The noise is both spatially and temporally white, while the signal is only assumed to be temporally white. Furthermore, the signal is assumed to be uncorrelated with the noise.

### 8.3 Direction Finding Performance

The data model (3.1) is identical to the usual data model used in sensor array processing [KV96], except for a new steering matrix. This will of course change the direction finding properties. Before the properties of a specific DOA estimation scheme is studied, a lower bound, the Cramér-Rao lower Bound (CRB), on the variance of the DOA estimates will be analyzed. Note
that it is possible to asymptotically achieve this bound with many methods in the literature [KV96].

Expressions for the CRB was derived for an array of antenna elements in [OWVK89]; and can also be applied to the parasitic antenna by changing the steering matrix.

\[
E\{(\hat{\phi} - \phi_0)(\hat{\phi} - \phi_0)^T\} \geq B
\]

\[
B = \frac{\sigma^2}{2N} \left[ Re\{ (D^H P_A^\perp D) \odot (S A^H R^{-1} A S)^T \} \right]^{-1},
\]

where the elements of \(D_{qr} = \frac{\partial F(\phi + 2q\pi/M)}{\partial \phi}\bigg|_{\phi=\phi_r}\). Furthermore, \(\odot\) denotes the Hadamard (or Schur) product, i.e., element-wise multiplication and \(P_A^\perp = I - P_A = I - AA^H\) is the orthogonal projector onto the null space of \((A)^H\). The matrix \(R = ASA^H + \sigma^2 I\) is the covariance matrix of the measured voltages \(x(t)\) and \(N\) denotes the number of time samples.

The square root of the CRB, i.e. the standard deviation, is shown in Figure 8.4 for the antenna configurations in Figure 8.1 and 8.2 as two waves are incident from \((30^\circ, 30^\circ + \Delta)\). Only the CRB for the first DOA, i.e.\[\]

\(1\) is the Moore-Penrose pseudo inverse of \(M\).
Figure 8.4: The square root of the CRB for the configurations in Figure 8.1 and 8.2 when two waves are incident from $(30^\circ, 30^\circ + \Delta)$ with SNR=10dB and 1000 samples.

the wave arriving from $30^\circ$, is shown since the CRB for the second DOA will behave similarly. The standard deviation for a uniform linear array of three elements spaced $\lambda/2$ apart is compared to the 4-DS and 3-DS SPAs. As expected, the performance is better when using four rather than the three symmetry directions. Also, note that the three element array performs slightly better than the 4-DS SPA. However, these results depend on the incidence angles, since the array will work best for broadside and worst for end-fire incidence.

In Figure 8.5, the standard deviation is shown for the same antenna configurations as in Figure 8.4 when two waves are incident from $(\phi_0, \phi_0 + 5^\circ)$. The parasitic antenna, due to its symmetrical properties, offers similar direction finding performance properties for all incidence angles. The linear array performs worse than the parasitic antenna at end-fire incidence, while performing much better at broad-side incidence. However, for many direction finding applications, the direction finding performance of the parasitic antenna is sufficient and the cost reduction of using only a single radio receiver outweighs the loss in performance for broad-side angles. It should also be stressed that the antenna designs in Figure 8.1 and 8.2 are by no means optimal and better DOA properties may be obtained by a proper optimization.
8.4 Estimation Methods

The analysis in the previous section was based on the CRB on the estimation error. In this section, algorithms that approximately achieve this lower bound will be discussed. In principle, all DOA estimation schemes derived for a general antenna array can also be applied to a parasitic antenna by inserting a new steering matrix. For an overview of DOA estimation methods, see [KV96, VS01].

In [Sch79], a popular high resolution DOA estimation method, MUSIC, was introduced where the DOA estimates are taken as those $\hat{\phi}$ that maximizes the MUSIC criterion function

$$
\hat{\phi} = \arg \max_{\phi} \frac{a^H(\phi)a(\phi)}{a^H(\phi)\hat{\mathbf{E}}_n\hat{\mathbf{E}}_n^H a(\phi)}, \tag{8.3}
$$

where the steering vector has elements $a_q(\phi) = F(\phi + 2q\pi/M)$, $q = 1, \ldots, M$. Usually this is formulated as finding the $p$ largest peaks in the “MUSIC spectrum”. Here, $\hat{\mathbf{E}}_n$ denotes the $M - p$ eigenvectors corresponding to the $M - p$ smallest eigenvalues of the estimated covariance matrix $\hat{\mathbf{R}}$. A typical example of a MUSIC spectrum is shown in Figure 7.5, where two waves are incident from $25^\circ$ and $45^\circ$ upon a 4-DS SPA and a three element array with...
CHAPTER 8. DIRECTION FINDING USING A SWITCHED PARASITIC ANTENNA

Figure 8.6: The normalized MUSIC spectrum when two waves are incident from 25° and 45° upon a 4-DS parasitic antenna and a three element array with SNR=10dB and 1000 samples.

8.5 Conclusions

The potential use of a Switched Parasitic Antenna for high-resolution direction finding was investigated. By employing passive elements, which can be shorted to ground using pin diodes, directional radiation patterns are obtained that can be used successfully to estimate DOAs. The main advantage with this concept is that only one radio receiver is needed, thereby reducing the costs significantly compared to traditional antenna arrays where one radio receiver per element typically is employed. Another advantage of the SPA is that a very compact implementation of the antenna is possible.

A data model for the SPA was presented and the direction finding performance was examined by calculating the CRB and the MUSIC estimator. It
was found that the SPA offers a compact implementation with high-resolution direction finding performance using only a single radio receiver. Thus, exploiting SPAs for direction finding is an interesting alternative that offers several advantages over traditional arrays.
Chapter 9

Physical Channel Modeling of MIMO Systems

A general framework for physical spatio-temporal channel modeling is presented. Based on this framework, models for single antenna systems as well as Multi-Input Multi-Output (MIMO) models for multi-element antenna systems, are derived. The model is based on results from ElectroMagnetic (EM) scattering and wave propagation, thereby including many of the channel characteristics encountered in practice. A general description that captures the most important scattering properties of arbitrary objects is derived in a compact dyad formulation by using results from rough surface scattering. The polarization properties of the channel and the antennas are thus included in the model, which allows for studies of the impact of different antenna arrangements and polarizations. Several channel environments are simulated, and properties such as spatial correlation, channel capacity, and time evolution of the channel are calculated. The proposed physical channel model is also suitable for other interesting application areas, such as long-range prediction of fading signals, feedback based transmit diversity schemes, and wideband MIMO systems where the temporal properties are important.

9.1 Introduction

An accurate knowledge of the mobile communications channel is of greatest importance when designing radio systems. The performance of a detector or receiver is highly dependent on the characteristics of the radio channel. If an accurate model of the channel is available, it is possible to design receiver
algorithms that achieve a high performance by exploiting the properties of
the channel. Thus, to accurately model the radio channel is an important
problem that affects the performance of wireless communication systems.
Consequently, radio channel modeling has been a subject of intense research
for a long time.

The type of channel model that is desired depends critically on the type
of system that is considered. For instance, different types of channel models
are needed for narrowband, broadband, single antenna systems, and multiple
antenna systems. Early channel modeling work studied the behavior of the
received envelope of a single antenna system. This lead to statistical models
of the fading of the received signal [Aul79, Cla68, Jak74].

With the advent of antenna array systems, new types of channel char-
acteristics appeared that needed to be modeled. The correlation between
different antenna elements was now modeled using different assumptions re-
garding the physical properties of the channel [Jak74, Lee73, Lee89]. These
models were typically developed for narrowband systems, where only the spa-
tial domain of the channel was considered while the temporal domain was
largely neglected. As the need for higher data rates was increased, larger
bandwidths was necessary. To accurately model broadband systems, the
temporal domain must be considered and properties such as time-of-arrival
and delay spread must be modeled. The success of cellular communication
systems has resulted in a vast literature on radio channel modeling. The
interested reader is referred to the following textbooks [Jak74, Lee89, Par92,
Pro95, Sau99, Ste92] and further references therein. See also the tutorials
and overviews [ARY95, Ert98, FL96, Has93] for further information.

The need to model many different types of radio channels has resulted in
a large number of different modeling approaches that can be found in the lit-
erature. One reason for the abundance of approaches is that the propagation
of a transmitted radio signal is a very complicated process, and modeling all
the phenomena in a physically correct manner is virtually impossible. The
transmitted signal will usually arrive at the destination along several paths,
i.e. multipaths, where the signal is reflected, refracted or diffracted. Thus,
many different types of simplifications and approximations are necessary in
order to obtain a simple yet accurate model of the wireless radio communi-
cations channel. The different approaches to channel modeling may roughly
be divided in the following categories:

1. Ray-Tracing Models

The advances in computing power has made it possible to accurately
predict the radio channel if a detailed map of the area is available.

By employing optical concepts, i.e. treating the waves as rays, the
field strength can be calculated. Hence, these approaches are usually called ray-tracing approaches [AN00, Ami92, CPdAG98, DKW97, SI94]. However, ray-tracing methods are still very computer intensive and their application is limited to modeling deterministic scenarios where a good map is available. The main application of ray-tracing in channel prediction is cell-planning where the average received power over an area is needed.

2. Empirical Models
A number empirical channel models have been developed that also rely on optical concepts [Ber00, Bla00, Zha97], where two of the the most well known examples are the Okumura [Oku68] and Hata [Hat80] models. In this case, no detailed modeling of the area is performed. Instead, simplified versions of ray-tracing are fitted to measured data through a number of parameters. Typical examples of models that are fitted to data are diffraction via roof-tops and propagation over smooth/irregular terrain. These models are also mainly used in cell-planning.

3. Statistical Models
These models typically use a highly simplified physical reasoning to arrive at an statistical description of the radio channel [Aul79, Cla68, Ert98, SV87, SJJS00, TCJ+72]. Although in some cases, these statistical models are obtained by fitting statistical models to measurement data. A more elaborate physical reasoning may be found in [BD91, DR93]. A stochastic spatial channel model that can be employed for studies of different antenna arrangements, is proposed in [ZFDW00]. In that work, the statistical properties are estimated from huge ray-tracing data sets. Statistical models are used both for simulating channel data but also serves as a starting point when designing optimal receivers.

4. Semi-Deterministic Models
Here, a more accurate physical modeling is performed. A typical approach is to place scattering objects in the area to be modeled and then calculate the properties of this deterministic scenario using fundamental physics [BJ98, Ert98, FMB98, LR96, LLL97, NA98, PRR96, RDNP95, ZFW98]. By assuming some statistical distribution of the location of these objects and their properties, a semi-deterministic radio channel model is obtained. Similar to the purely statistical models, these models may be used to simulate data and designing receiver algorithms. Their main benefit is, however, that they provide some
physical insight of the channel properties while avoiding the intensive computations of ray-tracing schemes.

Note that the ray-tracing channel models are often called propagation models in the literature, while models of more statistical nature are called channel models. The term propagation models is mostly used for models that calculate the received signal from a deterministic environment employing theory from EM wave propagation. The term channel model is typically used in communication and signal processing literature for statistical based models that do not rely on detailed results from wave propagation. Here, the term channel model is used throughout the report for all these model types.

Recently, it has been proposed to use multiple antennas at both the transmitter and receiver, resulting in MIMO channels. Impressive capacity gains using these MIMO systems have been demonstrated for rich scattering environments [FG98, Tel95]. The success of MIMO systems is due to the fact that they more fully exploit the spatial dimension of the available radio spectrum than previous systems. These MIMO systems require a new set of channel models that accurately models the correlation between the antenna elements, not only on the receiver side, but also on the transmitter side. Furthermore, the high data rates that these systems will support also requires that the temporal domain is accurately modeled. Thus, MIMO channels puts a set of new demands on the channel model. The literature on MIMO channel models is relatively scarce [Bur00, GBGP00, PAKM00, SJBF00]. This report aims to derive a more general model of the MIMO channel that is applicable to arbitrary antennas (including dual-polarized antennas) and also suitable for channel prediction studies.

To obtain a realistic model for the MIMO channel results from fundamental electromagnetic, scattering theory as well as linear algebra and mathematical statistics will be used. Thus, the proposed model may fall under the semi-deterministic category above. In principle, a simple and realistic MIMO channel model for simulation and receiver design may be of either statistical or semi-deterministic nature. Here, a semi-deterministic model will be derived, since it provides some physical insight of the new phenomena that are introduced by using antenna arrays at both transmitter and receiver. Furthermore, a semi-deterministic model may more easily incorporate the effect of different antenna arrangements that will form an integral part of most MIMO systems. It also makes it possible to relate different channel capacity figures to environmental factors [BFHS00] such as angular spread, dual-polarized antennas, and Doppler-spread. Finally, using a model that incorporates physical dimensions, the time-variation of the channel due to motion may be accurately modeled [HHDH99]. Thus, it may be used
Chapter 9.2: Radio Wave Propagation

The propagation situation in a practical wireless communication channel is very complex. The signal that is transmitted from the mobile phone will reach the base station antenna through many different paths. Consider the propagation scenario in Figure 9.1 that contains a mobile antenna and a base station antenna as well as numerous scattering objects. Several local scattering objects (houses) are located in the vicinity of the mobile and a

Figure 9.1: Typical suburban scatter environment with local scattering and a dominant scatterer.

for studying channel prediction schemes that have gained increased interest in the literature [DHHH00, EK99]. Channel prediction is of particular importance in transmit diversity applications and MIMO systems, where the amount of signaling may be significantly reduced by using prediction schemes.

The outline of this report is as follows: Since the MIMO radio channel model exploits some results from electromagnetic wave propagation and scattering, some topics from these areas are reviewed in Section 9.2 and Section 9.3. Based on these results, a model of the impulse response for the single antenna case is derived in Section 9.4. This model is then extended to a Single-Input Multi-Output (SIMO) model for the case of a multi-element antenna, i.e. array, at the receiver in Section 9.5. The general case of arrays at both receiver and transmitter, i.e. a MIMO channel, is then treated in Section 9.6. Finally, some conclusions are presented in Section 9.7.

9.2 Radio Wave Propagation

The propagation situation in a practical wireless communication channel is very complex. The signal that is transmitted from the mobile phone will reach the base station antenna through many different paths. Consider the propagation scenario in Figure 9.1 that contains a mobile antenna and a base station antenna as well as numerous scattering objects. Several local scattering objects (houses) are located in the vicinity of the mobile and a
large scattering object (large house) is located further away. The transmitted field from the mobile will experience electromagnetic scattering, reflection, refraction, and diffraction before it reaches the base station antenna where a voltage finally is induced.

In principle, it is possible to quite accurately calculate the received signal at the base station by employing ray-tracing concepts. Of course, a detailed map and the electrical properties of the materials are required in that case. However, that type of calculation is only valid in that particular scenario and does not provide much insight into the general characteristics of the channel. Another alternative is to conduct extensive measurements and fit a statistical model to the measured data. Although the measurements provide much physical insight, the resulting statistical model is only valid for the channel conditions under which the measurements were conducted. In the case of a MIMO system relatively few extensive measurement campaigns have been conducted and many parameters are needed to describe the relations between the transmit- and receive-elements. Thus, a physics based channel model will be derived in this report by employing results from radio wave propagation, antenna theory, and electromagnetic scattering. However, measurement data may be used also here to find the distributions of the channel parameters that best describe different types of channels.

Consider the scenario in Figure 9.2 that contains a transmit antenna (mobile) and a receive antenna (base station) as well as a scattering object (scatterer). The vector $\vec{r}_{ms}$ is defined as the vector from the mobile to the scatterer and the vector $\vec{r}_{sb}$ as the vector from the scatterer to the base station. In the uplink scenario, the mobile transmits a wave along the $\vec{r}_{ms}$ direction. This wave reaches the scatterer after some time and gives rise to a scattered wave. The scattered wave later impinges on the base station antenna from the $\vec{r}_{sb}$ direction and induces a voltage which is measured. If only one scattering object is present, as in Figure 9.2, it is rather straightforward to find an expression for the received field at the base station using fundamental wave propagation and scattering theory. However, if many objects are present, things become much more involved since the interaction between the different objects must be accounted for. For instance, the signal in one of the paths in Figure 9.1 is first reflected by two building walls before being received by the base station antenna. A very complex model would be obtained if these types of paths, i.e. multiple scattering, are accurately modeled. In fact, that model would resemble the computer intensive ray-tracing schemes previously alluded to.

By placing a scattering object at the last reflection and neglecting the interaction between scatterers, some of the properties of multiple scattering will be retained but a much simpler model is obtained. This would in Figure
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9.1 correspond to placing a scatterer at some of the houses. Using this approach, the total field at the receiving antenna at the base station is obtained by summing the contributions from all scatterers. The following analysis will use some results from wave propagation. For an introduction to scattering and wave propagation, see [Bal89, Sau99]. Further material on scattering may be found in [BS63, BSea87, FM94, dH57, Wai55] and the references therein. Numerous textbooks on radio channel characteristics have been written with applications in cellular networks [Ber00, Bla00, Jak74, Par92].

The different parts of the propagation path in Figure 9.2 will now be examined in detail and expressions for the transmitted field, the scattered field and the received voltages will be derived.

The transmitted field is of course determined by what type of antenna that is used. Antenna theory is a mature research area where analytical expressions exists for many different types of antennas. Most of the analytical results were obtained rather early, before the computer revolution occurred. For results on most common antenna types refer to the following textbooks and further references therein [Bal82, Bal89, Kra50, Ell81, KH69, SF52, ST98, Wee68].

For all antennas it is possible to express the transmitted field at a point $\vec{r}_{ms}$, with the antenna positioned at the origin, in the form

$$\vec{E}_t(\vec{r}_{ms}) = \frac{e^{-jk|\vec{r}_{ms}|}}{|\vec{r}_{ms}|} G_t(\vec{r}_{ms}) \vec{g}_t(\vec{r}_{ms}),$$

where the first term includes a phase shift due to the propagation time and the divergence of the transmitted field, $k$ denotes the wave number$^1$, $G_t(\vec{r}_{ms})$ is the element pattern and $\vec{g}_t(\vec{r}_{ms})$ is the orientation of the transmitted field.

Example Radiation from a Dipole Antenna

For example, the corresponding expressions for a $\vec{z}$ oriented dipole antenna of length $l$, is

$$G_t = \frac{j\eta I_0}{2\pi} \left[ \cos\left(\frac{4\pi}{l} \cos \theta\right) - \cos\left(\frac{4\pi}{l} \right) \right]$$

$$\vec{g}_t = \vec{\theta} = \vec{x} \cos \theta \cos \phi + \vec{y} \cos \theta \sin \phi - \vec{z} \sin \theta,$$  

$^1$The wave number $k = \frac{2\pi}{\lambda} = \omega \sqrt{\mu \varepsilon}$, where $\lambda$ is the wavelength. The symbols $\varepsilon$ and $\mu$ denote the dielectric constant and the permeability of the medium respectively.
where \( \vec{x}, \vec{y}, \vec{z} \) denotes the basis vectors in the rectangular coordinate system, \( \eta \) is the intrinsic impedance of the medium\(^2\), \( I_0 \) is the input current, and \( (\theta, \phi) \) are the respective angles of the spherical coordinate system which are calculated from the direction of \( \vec{r}_{ms} \).

After some time, the transmitted wave will reach the scatterer in Figure 9.2. Scattering occurs and a new field \( \vec{E}_s \) is radiated, that is received at the base station. The field at the base station can be expressed in a manner similar to (9.1) as

\[
\vec{E}_s(\vec{r}_{sb}) = \frac{e^{-jk|\vec{r}_{sb}|}}{|\vec{r}_{sb}|} E_0 \vec{\alpha}
\]  

(9.4)

where \( E_0 \) is the amplitude of the field incident upon the scatterer and \( \vec{\alpha} \) represents the scattering process and contains both direction and amplitude. The amplitude of the field, \( E_0 \) may be expressed using (9.1) and the following expression for the scattered field is obtained

\[
\vec{E}_s(\vec{r}_{sb}) = \frac{e^{-jk(|\vec{r}_{ms}|+|\vec{r}_{sb}|)}}{|\vec{r}_{ms}||\vec{r}_{sb}|} G_t(\vec{r}_{ms}) \vec{\alpha}.
\]  

(9.5)

The scattering function \( \vec{\alpha} \) depends on the direction of incidence, the direction of scattering, and the orientation of the incident field \( \vec{g}_i \) as well as the properties of the scatterer. For objects of simple shapes, it is possible to derive analytic expressions for \( \vec{\alpha} \) that can be used to study the underlying

---

\(^2\)The intrinsic impedance is defined as \( \eta = \sqrt{\mu/\epsilon} \). For free space the intrinsic impedance becomes \( 120\pi \ \Omega \approx 377 \ \Omega \).
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physics [Sva00a]. However, for channel simulation purposes it is usually sufficient with much simpler forms that are based on statistical electromagnetic scattering theory. Section 9.3 will treat the choice of scattering function in more detail.

An expression for the received voltage can be obtained once the scattered field is known. However, antennas are typically analyzed in transmission mode and no expressions for the induced voltages, when using the antenna in receive mode, are included in the antenna textbooks. Recently, expressions of the antenna in receive mode was presented in [Kil99, Mey00, Sva98b], where the induced voltage from a plane wave was derived. Using those results, the induced voltage at the base station antenna due to the scattered field \( \vec{E}_s \), is obtained as

\[
v = CG_r(-\vec{r}_{sb})\vec{g}_r(-\vec{r}_{sb}) \cdot \vec{E}_s, \tag{9.6}
\]

where \( G_r \) and \( \vec{g}_r \) are the element pattern and polarization of the receiving antenna. The scalar \( C \) is defined as

\[
C = -j4\pi/k\eta I_0, \tag{9.7}
\]

where \( I_0 \) is the input current used in the calculation of the radiation function. Note that the evaluation of the voltage in (9.6) involves the scalar product between the vector \( \vec{g}_r \) and the field \( \vec{E}_s \). Using (9.1), (9.5), and (9.6), the received voltage can also be written as

\[
v = Ce^{-jk(|\vec{r}_{ms}|+|\vec{r}_{sb}|)}G_t(\vec{r}_{ms})G_r(-\vec{r}_{sb})\vec{g}_r(\vec{r}_{ms}) \cdot \vec{\alpha}. \tag{9.8}
\]

Note that the wave travels along \( \vec{r}_{sb} \) but is incident along the \(-\vec{r}_{sb}\) direction, hence the minus sign in the element pattern and directional dependency of the receive antenna. A more general formulation of the attenuation of the wave is employed in (9.8), where the symbol \(|\vec{r}_{ms}| \ast |\vec{r}_{sb}|\) denotes either \(|\vec{r}_{ms}||\vec{r}_{sb}|\) or \(|\vec{r}_{ms}| + |\vec{r}_{sb}|\). The first is used if scattering is the dominant process and the second is used when specular reflection dominates. Although deviating slightly from the strict physical motivation, both may be used for channel modeling, depending on what channel properties that are desired [FMB98]. Furthermore, the factor \( \gamma \) determines the attenuation over distance of the wave. Here, a value of \( \gamma = 1 \), corresponds to free space propagation.

The expression in (9.8) represents the voltage due to the scattered field from one object. Here, the field resulting from the direct path from mobile to base station is not included. If the direct path is needed, the expression in (9.8) should be combined with an additional term containing the field transmitted from the mobile that induces the voltage at the base station. By
combining (9.1) and (9.6), the voltage from the direct path becomes

\[ v_d = C e^{-jk|\vec{r}_{mb}|} \frac{G_t(\vec{r}_{mb})G_r(-\vec{r}_{mb})\vec{g}_r(-\vec{r}_{mb}) \cdot \vec{g}_t(\vec{r}_{mb})}{|\vec{r}_{mb}|}, \tag{9.9} \]

where \( \vec{r}_{mb} \) is the vector from the mobile to the base station. The contribution of \( v_d \) to the total voltage can be large if the scattering parameter \( \vec{\alpha} \) is small. In the following, the direct wave will not be included.

A shift in the frequency of the received signal, i.e. the Doppler shift, will occur if the mobile is moving [Jak74, Sau99]. This effect is implicitly included in both (9.8) and (9.9) which can be illustrated by considering a moving mobile. The movement of the mobile will result in a change in the vector \( \vec{r}_{ms} \). If we assume a reasonably large distance between the scatterer and the mobile, the vector can be approximated as [BD91]

\[ k|\vec{r}_{ms}| = k|\vec{r}_s - \vec{r}_m| \approx k|\vec{r}_s - \vec{r}_{ms}| + \nu_d t, \tag{9.10} \]

where \( \nu_d = kv_s \cos \zeta \) is the Doppler frequency, \( \zeta \) is the angle between the velocity of the mobile and the vector \( \vec{r}_{ms} \). Note also that the speed and the original position of the mobile are denoted \( v_s \) and \( \vec{r}_m \). Thus, the expressions in (9.8) and (9.9) includes fundamental properties such as the Doppler shift. In the following the implicit form of (9.8) and the explicit form of (9.10) will be used alternatively.

The total received field of a typical radio channel that has many scattering objects is obtained, as previously alluded to, by summing the contributions from each individual propagation path. Using the results above, it is now possible to form a frequency domain transfer function for a scenario with several scatterers, one mobile antenna, and a receiving antenna at the base station. Using (9.8) gives the following transfer function when \( N_s \) scatterers are included

\[ h(\omega, t) = \sum_{q=1}^{N_s} C e^{-jk(|\vec{r}_{msq}| + |\vec{r}_{sqb}|)} \frac{G_t(\vec{r}_{msq})G_r(-\vec{r}_{sqb})\vec{g}_r(-\vec{r}_{sqb}) \cdot \vec{\alpha}_q}{(|\vec{r}_{msq}| \times |\vec{r}_{sqb}|)^\gamma}, \tag{9.11} \]

Note that the vectors and the distances in (9.11) depend on time \( t \) and that all antenna parameters, \( k \), and the scattering dyad depend implicitly on the frequency \( \omega \). Although the expression for the voltage in (9.8) is somewhat complicated, it consists of relatively simple functions of the antennas, the propagation distance, and the properties of the scattering objects. However, the fact that the direction of propagation as well as the directions of the fields are included, results in a more realistic model of the spatial domain than just working with scalars. Also, the impact of polarization is correctly accounted.
for by calculating both the direction and the amplitude of the fields. Hence, using the above expression, it is possible to examine different types of antenna arrangements and polarization effects. This is particularly desirable in MIMO channels where some physical insight is useful when designing systems and evaluating receiver algorithms.

Note that the channel model is time-variant if the mobile, base station, or any of the scatterers are moving. To reduce the notational complexity only movement of the mobile will be considered here. Furthermore, the Doppler shift is included in (9.11) in its implicit form to further simplify the notation.

The expression in (9.11) was derived for a single transmit and receive antenna. It is straightforward to extend the scalar expression above to vector and matrix expressions for the more general cases of antenna arrays at either the base station or the mobile or at both. In Section 9.5, an expression for a SIMO channel is presented that takes into account an array at the base station (or mobile). The general case of multiple antennas at both transmitter and receiver is treated in Section 9.6. First, the scattering function $\vec{\alpha}$ will be examined in some detail in the next section.

### 9.3 Electromagnetic Scattering

A simple radio channel model based on EM wave propagation was introduced in the previous section. The received voltage was obtained by adding the contribution from many propagation paths, where each path involved a scattered wave. However, the actual properties of the scattering objects was not discussed. In this Section, the scattering function $\vec{\alpha}$ will be analyzed in detail. First, two objects of simple shape will be analyzed which will give some insight into the scattering process. This insight is then used to formulate a general scattering function that captures the most important scattering properties of scattering objects.

#### 9.3.1 Objects of Simple Shapes

For objects of simple shapes, it is possible to solve the scattering problem and obtain an analytical expression of the scattered field. Many of these analytical results were developed rather early when no computers were available and the value of analytical results was greater. In the beginning of the last century, analytical results for many objects of simple shapes were derived. In the following sections, the field scattered by two simple objects, the sphere and the cylinder, will be examined.
Scattering by Spheres

The scattering of a plane wave incident upon a dielectric sphere was one of the first the scattering problems that was solved. For detailed derivations of the scattering calculations, see [Bal89, BSea87, KCH71, Mie08]. Consider a sphere of radius $a$ located at the origin, see Figure 9.3. A uniform plane wave polarized in the $\vec{x}$ direction, traveling along the $\vec{z}$ axis, is incident upon the sphere. The incident electric field can be written as

$$\vec{E}_i = \vec{x}E_0 e^{-jkz},$$  \hspace{1cm} (9.12)

where $k$ denotes the wave number. For objects with a geometry coinciding with a coordinate system, the scattered field can be found using modal techniques. In the case of a sphere, the incident plane wave is expressed in spherical wave functions. The scattered field is expressed in similar functions and the fields are then matched at the surface of the sphere using boundary conditions. The scattered field at a point $(r, \theta_s, \phi_s)$ that is sufficiently far from the sphere, i.e. the far-field expressions, then becomes

$$\vec{E}^s (r, \theta_s, \phi_s) = E_0 \frac{e^{-jkr}}{r} \vec{\alpha}.$$  \hspace{1cm} (9.13)

The expression for the scattering function $\vec{\alpha}$ is quite complicated and is given in Appendix 9A.

Figure 9.3: The geometry of the sphere and the orientation of the fields.
The scattering function $\tilde{\alpha}$ is closely related to another quantity that commonly is used in scattering analysis, namely the Radar Cross Section (RCS) [Ruc70]. The RCS simply relates the scattered energy to the incident energy and can actually be expressed using $\tilde{\alpha}$ as

$$\sigma = 4\pi|\tilde{\alpha}|^2. \quad (9.14)$$

For a thorough study of the RCS of the sphere and many other objects, see [BSea87, Ruc70, CS68]. Also, the RCSs of spheroids and crushed rocks are studied in [NS96b]. It is interesting to examine the frequency behavior of $\tilde{\alpha}$ or $\sigma$ since these functions will have a large impact on the channel model. Remember that the expressions for the received voltage in Section 9.2 were derived in the frequency domain, and that an impulse response can easily be obtained via the inverse Fourier transform of these expressions. Thus, the frequency behavior of the scattering function $\tilde{\alpha}$ will partly determine the impulse response.

The normalized RCS of a perfectly conducting sphere is shown in Figure 9.4 as a function of frequency. Note that the frequency axis is normalized as $k_0a = 2\pi f a / c$ where $c$ denotes the speed of light and $a$ denotes the radius of the sphere. For a sphere of radius 0.1m, the frequency range in Figure 9.4 is 0-5.7 GHz. Three different regions are clearly visible in Figure 9.4. For low frequencies, the RCS rapidly increases ($\sim f^4$) with increasing frequency. This region is usually called the Rayleigh region. In this region, the dimension
of the object is small compared to the wavelength. At higher frequencies, the wavelength is comparable to the dimensions of the object which gives rise to some resonances in the RCS. Therefore, this region is often called the resonance region or the Mie region. As the frequency increases even further, the dimensions of the object become much larger than the wavelength and the resonances decay with increased frequency. For objects with dimensions much larger than the wavelength, it is possible to use optical theory. Thus, this region is often called the optical region. Note that the material of the scattering object will of course affect the RCS, but the three different regions will still be distinct. In Figure 9.4, the RCS of a perfectly conducting sphere was shown. If a dielectric sphere would have been examined, the results would have been similar but with other amplitude levels and a more noisy shape of the curve.

Future wireless communication systems will be able to support high data rates and require significantly more bandwidth than present systems. Hence, these systems are often called broadband systems. However, in terms of the physical bandwidth, i.e. the bandwidth relative to the carrier frequency, these systems can still be regarded as narrowband systems. For example, consider a system such as HiperLAN/2 [KJSWW99] which operate on the 5GHz band with a channel bandwidth of 20MHz. The difference in scattering properties for the sphere considered in Figure 9.4, in this frequency band, is negligible since the above bandwidth corresponds to values of $k_0a$ in the range 10.47-10.51. In this range, the changes in backscattered energy are very small. Thus, in this respect the bandwidth is quite narrow which will prove useful in Section 9.4 where the impulse response of the channel model is derived.

Of course, the radius of the sphere does not only affect the amount of scattering but also the directional properties of the scattered field. In Figure 9.5, the magnitude of the scattered field as a function of the scattering direction is shown. Here, a plane wave is incident upon a sphere with a dielectric constant (relative permittivity) $\epsilon_r = \epsilon_1/\epsilon_0 = 4$. Two different cases are considered: Rayleigh scattering with a sphere of size $k_0a = 0.42$ and Mie scattering with a sphere of size $k_0a = 4.2$. For the case of the smaller sphere, the wavelength is large compared to the radius of the sphere. In this case, the sphere scatters almost isotropically and thus acts as a point source. However, in the second case, the radius of the sphere is comparable to the wavelength and the scattering is more confined to the forward direction. In the optical region, the beamwidth of the scattered field becomes even narrower. Thus, as the size of the scattering object is increased, the scattered energy comes more focused to one scattering direction. This property will be used later in Section 9.3.2, where a general scattering function will be derived.
Another interesting observation from Figure 9.5 is that the forward scattering is much more pronounced than the backscattering. In fact, in most cases, the forward scattering term dominates for dielectric spheres. However, for a perfectly conducting sphere the backscattered energy dominates. For more details on scattering from spheres, see [BSea87, CS68, KCH71, Kri99, dH57]. Next, the scattering properties of finite cylinders will be examined.

### Scattering by Finite Cylinders

The scattering of a plane wave incident obliquely upon a dielectric circular cylinder results in more complicated expressions than those for the sphere. Consequently, expressions for the scattered field appeared in the literature significantly later than for the sphere [Wai55]. Due to the complexity of the exact solution and the fact that it is only valid for infinite cylinders, a number of approximative solutions have appeared in the literature. Earlier work may be found in [PK83, Ric65] that gives numerical results for various objects. More recent work includes dyad and tensor approximative formulations [SS90a, SS96]. Scattering from dielectric and conducting cylinders is also treated in some textbooks on scattering and radar cross section analysis [BSea87, Ruc70, CS68].
Consider a uniform plane wave incident obliquely upon a cylinder, see Figure 9.6. Here, $\theta_i$ denotes the elevation incidence angle while $\theta_s$ and $\phi_s$ denotes the desired scattering direction. The length of the cylinder is denoted $l$ and the radius is denoted $a$. The scattered field is found using similar techniques as for the sphere. The solution is more complicated since the cylinder is of more complicated geometry. Furthermore, the final solution is only valid for infinite cylinders. However, an approximation is possible that is sufficiently accurate for channel modeling. Using those approximations for the finite cylinder along with the original solutions then gives the far-field expressions for the scattered field in a point $(r, \theta_s, \phi_s)$, see Figure 9.6, as

$$\vec{E}^s(r, \theta_s, \phi_s) = E_0 \frac{e^{-jkr}}{r} \vec{\alpha}.$$  (9.15)

The expression for the scattering function $\vec{\alpha}$ is even more complicated that for the sphere and is given in Appendix 9B.

The scattering parameter for the dielectric cylinder is related to the RCS in the same manner as the sphere, see (9.14). The normalized radar cross section of a dielectric cylinder as a function of the size parameter $k_0a$ is shown in Figure 9.7. An axial ratio $l/a \gg 1$ is used in order for the approximative solution to be valid. Furthermore, a cylinder of lossy dielectric ($\epsilon_r = 2.56 - i0.1024$) is considered in this example. The three different re-
Figure 9.7: Normalized radar cross section of a dielectric cylinder with $\epsilon_r = 2.56 - i0.1024$ (TMz).

regions, the Rayleigh, Mie and optical region are again clearly visible in Figure 9.7. Note that this RCS figure exhibits more rapid variations than the corresponding figure for the sphere, see Figure 9.4. This is partly due to the more complicated geometry and partly due to the fact that the sphere is perfectly conducting while the cylinder is of lossy dielectric material.

It is also interesting to note that the scattering from a cylinder, in a manner similar to the sphere, may be considered as narrowband. Returning to the HiperLAN/2 example and a cylinder radius of 0.1m, the frequency range in Figure 9.7 is 0-23.9GHz. Thus, a HiperLAN/2 channel corresponds to the range 10.47-10.51, as for the sphere, in which the RCS remains almost unchanged. In this respect, the scattering from a cylinder can be considered to be of narrowband type.

The directional properties of the scattered field of a dielectric cylinder are illustrated in Figure 9.8. Here, the axial ratio is $l/a = 10$, the size parameter is $k_0a = 0.1$, and two values of the relative permittivity $\epsilon = 4$ and $\epsilon = 4000$ are considered. Since the size of the cylinder is of comparable size as the wavelength, the width of the scattering lobe is rather broad. If the cylinder would have been smaller, close to isotropical radiation would have been obtained. On the other hand, if the cylinder would have been much larger than the wavelength, a very narrow scattering lobe would have been obtained. Thus, the scattering characteristics are, in this respect, similar to
Figure 9.8: Scattering from a dielectric cylinder with size parameter $k_0a = 0.1$ and varying relative permittivity $\epsilon_r$ when a wave is incident from the left.

those of the sphere. In fact, the same is true for most scattering objects.

Furthermore, for the case of $\epsilon_r = 4$ forward scattering dominates while two scattering lobes are obtained for the case of $\epsilon_r = 4000$. These type of results have been verified by several authors [CS68, PK83, Ruc70]. Note that scattering objects with very high $\epsilon_r$ values show similar scattering properties as perfectly conducting objects. Thus, also in this respect do the cylinder and the sphere exhibit similarities. The width of the scattering lobes in elevation is due to the fact that the cylinder is finite. For an infinite cylinder, the energy is scattered along a conical surface with half-angle $\theta_i$. As the length of the cylinder becomes smaller, the energy will be spread around this cone, as seen in Figure 9.8.

Another interesting aspect of the scattering properties of the cylinder is that the dielectric cylinder depolarizes the signal [Bal89]. Depolarization means that the scattering introduces additional components in the scattered field as compared to the incident field. This depolarization occurs only for dielectric cylinders and not for smooth perfectly conducting cylinders. The symmetry of the scattering object as well shape of the surface determines the polarization properties of the object [Bal89, BS63, Kri99]. For instance, the symmetry of the sphere assures no depolarization of the scattered field.

The polarization of the scattered wave is, along with the amplitude and directional dependency, the main important properties of the scattering process. The next section will introduce a general scattering model that is based on the typical scattering properties found in this section.
9.3.2 General Scattering Model

In the previous section, the scattering properties of objects of simple shapes such as the sphere and the cylinder were examined. The most important characteristics were the width of the scattering lobe, the polarization, and the frequency dependency. However, the amount of scattered energy is also of great importance. The backscattered energy is mainly dependent on the size of the scattering object. For instance, a large building wall will obviously contribute more to the total scattering environment than a small lamp post. Even in an indoor environment the scattering from the walls of the building plays an important part, although not as dominant as in the outdoor scenario. Therefore, it is interesting to examine the scattering from walls of finite extent. Also, it will show that the scattering from walls depend quite strongly on the shape of the surface. In particular, walls with a non-smooth surface, i.e. a rough surface, will show quite a different scattering behavior than that of a smooth wall or plane.

Scattering from a wall may accurately be described by considering the classical electromagnetic problem of plane wave scattered by a flat rectangular plate. Explicit solutions of this problem may be found in many textbooks [Bal89, Kri99]. These solutions rely on approximations such as Physical Optics (PO) or Geometrical Theory of Diffraction (GTD). For the purpose of obtaining a simple channel model, these approximations are satisfactory.

An example of scattering by a dielectric plate with oblique incidence is shown in Figure 9.9. Here, $\vec{k}_i$ and $\vec{k}_s$ denote the normalized incidence and

Figure 9.9: Scattering from a dielectric plate with oblique incidence.
scatter wave vectors ($|\vec{k}_i| = |\vec{k}_s| = 1$) and $\vec{x}, \vec{y}$ and $\vec{z}$ denote the axis in the rectangular system of coordinates. In fact, throughout this section, the wave vectors will be assumed to be normalized. Note also that the plane of incidence, i.e. the plane spanned by $\vec{k}_i$ and the surface normal vector $\vec{n} = \vec{z}$, is shaded in dark gray. The width of the scattering lobe depends strongly on the size of the plate. For a plate of infinite extent, the width would be infinitely small. If on the other hand, the plate is very small, the energy will scatter in all directions and appear as a point source. Thus, the size of the plate essentially determines the width of the scattering lobe. This is in agreement with the results from the scattering analysis of spheres and cylinders. However, note that the size of the plate, as well as the size of the spheres and cylinders, also determines the magnitude of the scattered field.

Based on the above analysis, it is easy to draw the conclusion that large buildings would only scatter in a very small angle and therefore contribute only for a very narrow spatial section. However, there are two other factors that affects the total scattering. Since the building is large, it is typically possible to find a point where the directions of the incident wave and the scattered or reflected wave fulfills Snell’s law [Bal89] and specular reflection will dominate. Furthermore, the surface of a building will not be perfectly smooth which affects the scattering properties significantly. An often used criterion for a surface to be smooth is that the height difference $\Delta h$ between two points on the surface, should obey [BS63]

$$\Delta h < \frac{\lambda}{8 \cos \theta_i},$$

(9.16)

where $\lambda$ denotes the wavelength and $\theta_i$ the incidence angle relative the surface normal. This criterion for a surface to be smooth or rough is usually called the Rayleigh criterion. If the surface is rough, the energy in the specular direction will decrease while increasing the scattered energy in other directions. The reason is that a rough surface will have a large number of scattering points on the surface with different surface normals that will scatter the energy in many different directions. Thus, the scattered lobe in Figure 9.9 could also be interpreted as scattering from an infinite plate with a rough surface.

An interesting property of rough surface scattering is that the depolarization phenomenon is determined by the incidence and scatter directions. In fact, it can be shown [BS63, Bla00] that the field scattered by a rough surface is depolarized in the same way as the field reflected by a plane inclined in such a way that the specular direction coincides with the scatter direction $\vec{k}_s$. For more details regarding the depolarization of rough scattering, see [BS63, Bla00].
A simple model of scattering by arbitrary objects can be obtained by employing the results from rough surface scattering and the scattering by a dielectric plate. The polarization of the scattered field is obtained by employing the depolarization result from rough surface scattering while the width of the scattering lobe is obtained by relating the size of the scattering object to a dielectric plate. The resulting model is then based on fundamental electromagnetic theory while still being relatively straightforward to apply.

Consider the scattering scenario in Figure 9.10, where a wave is incident along the $\vec{k}_i$ direction upon an object with surface normal $\vec{n}$. The specular direction that fulfills Snell’s law is indicated as $\vec{k}_{sp}$, and the desired scattering direction is denoted $\vec{k}_s$ as usual. In Figure 9.10, the incidence plane and the scattering plane are shaded using a slightly darker gray than the surface of the scattering object. Based on the above observations, the scattered field is modeled as

$$\vec{E}_s = \rho \vec{S}_p \cdot \vec{E}_i, \quad (9.17)$$

where $\vec{S}$ denotes a scattering dyad\(^3\) or a scattering matrix [Bal89, FM94]. In (9.17), the depolarization is determined by the dyad $\vec{S}$ while the shape and the width of the scattering lobe is determined by $\rho$. Note that both these quantities are functions of the incidence and scattering directions as well as the orientation of the scattering objects.

An expression for the scattering dyad $\vec{S}$ is easily obtained by employing the result from rough surface scattering that states that the polarization of

\(^3\)A dyad is defined by the juxtaposition $\vec{a}\vec{b}$ of the vectors $\vec{a}$ and $\vec{b}$, with no dot product or cross product between them. In matrix form this corresponds to the outer product of two vectors $\vec{a}$ and $\vec{b}$, i.e. $\vec{a}\vec{b}^T$ (assuming column vectors). Thus, a dyad is simply a linear transform [Bal89].
the scattered field can be obtained from the polarization of a wave incident upon a plane inclined in such a way that the specular direction of that plane coincides with the desired scattering direction. In Figure 9.11, a simple illustration of the inclination of such a plane is shown. Here, \( \vec{n} \) denotes the original surface normal and \( \vec{n}_0 \) denotes the surface normal of the inclined plane. Note that \( \vec{k}_{sp} \) denotes the specular direction of the original plane and that \( \vec{k}_s \) now denotes both the desired scattering direction and the specular reflection direction of the inclined plane. The new surface normal is easily obtained as

\[
\vec{n}_0 = \frac{\vec{k}_s - \vec{k}_i}{||\vec{k}_s - \vec{k}_i||},
\]

(9.18)

where the denominator assures a unit length surface normal. Furthermore, the incidence angle (and now also the scattering angle) becomes

\[
\vec{k}_s \cdot \vec{n}_0 = -\vec{k}_i \cdot \vec{n}_0 = \cos \theta_0.
\]

(9.19)

It is now straightforward to obtain an expression for the scattered field for the scenario illustrated in Figure 9.11, and formulas may be found in many textbooks [Bal89, Bla00, FM94]. Unfortunately, these textbooks do not employ dyad notation. A more convenient expression may be found in [Foc65], where a coordinate independent formulation of the scattering problem of a plane wave incident obliquely upon an infinite dielectric plate was obtained using a dyad notation. Using the notation in Figure 9.11 and (9.17)-(9.19), the expression for the scattering dyad becomes

\[
\vec{S}_p = \frac{-1}{\sin^2 \theta_0} \left[ R_1 (\vec{n}_0 \cos 2\theta_0 + \vec{k}_i \cos \theta_0) \vec{n}_0 - R_2 (\vec{n}_0 \times \vec{k}_i) \vec{n}_0 \times \vec{k}_i \right],
\]

(9.20)
where the coefficients $R_1$ and $R_2$ depend on the material of the dielectric as

$$R_1 = \frac{\cos \theta_0 - \sqrt{\epsilon_2 / \epsilon_1} \sqrt{1 - \frac{\epsilon_1}{\epsilon_2} \sin^2 \theta_0}}{\cos \theta_0 + \sqrt{\epsilon_2 / \epsilon_1} \sqrt{1 - \frac{\epsilon_1}{\epsilon_2} \sin^2 \theta_0}},$$

$$R_2 = \frac{\cos \theta_0 - \sqrt{\epsilon_1 / \epsilon_2} \sqrt{1 - \frac{\epsilon_1}{\epsilon_2} \sin^2 \theta_0}}{\cos \theta_0 + \sqrt{\epsilon_1 / \epsilon_2} \sqrt{1 - \frac{\epsilon_1}{\epsilon_2} \sin^2 \theta_0}}. \quad (9.21)$$

Here, $\epsilon_1$ and $\epsilon_2$ denote the permittivity of the surrounding medium and the dielectric of the plate, respectively. These coefficients are usually called reflection coefficients in the literature. An interesting special case is a perfectly conducting plane, where the coefficients become $R_1 = 1$ and $R_2 = -1$. The scattering dyad in (9.20) can also be expressed in matrix form as

$$S_p = -\frac{1}{\sin^2 \theta_0} [R_1(n_0 \cos 2\theta_0 + k_i \cos \theta_0)n_0^T - R_2 M \text{vec}(n_0 k_i^T) \text{vec}^T(n_0 k_i^T) M^T],$$

where a matrix formulation of the vector cross product $\vec{v} = \vec{a} \times \vec{b}$ is used

$$\vec{v} = M \text{ vec}(ab^T). \quad (9.22)$$

The selection matrix $M$ is defined as

$$M = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & -1 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & -1 & 0 & 0 \\ 0 & -1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}. \quad (9.24)$$

Now, two equivalent expressions for the depolarization have been given in (9.20) and (9.22). The dyad formulation is frequently used in the propagation literature, but the matrix formulation may appear more intuitive to researchers in the fields of signal processing and wireless communications. Next, an expression for the model parameter $\rho$ in (9.17) that determines the shape and width of the scattered field will be presented.

Obviously, the expression for $\rho$ depends strongly on the shape of the scatterer. Expressions are readily available in the literature for objects such as flat rectangular plates or cylindrical plates [Bal89, BSea87, BS63]. However, the aim is to design a single function that is able of modeling most scatterers. However, most scatterers exhibits a maximum in the specular direction and decrease smoothly as the desired scattering direction diverges from the specular direction, in the manner observed in Figures 9.5, 9.8, and 9.9. A simple function that produces this type of behavior is

$$\rho = \text{sinc}(a||\vec{k}_s - \vec{k}_{sp}||), \quad (9.25)$$
where $a$ denotes a size related parameter that determines the rate of decrease as the scattering direction diverges from the specular direction and $\text{sinc}(x) = \sin(x)/x$. By using the relation

$$\vec{k}_{sp} = \vec{k}_i - 2(\vec{k}_i \cdot \vec{n}) \vec{n}$$

(9.26)

equation (9.25) can also be written as

$$\rho = \text{sinc}(a||\vec{k}_s - \vec{k}_i + 2(\vec{k}_i \cdot \vec{n}) \vec{n}||)$$

(9.27)

where $\vec{n}$ as previously denotes the surface normal of the scattering object.

The model for scattering by arbitrary objects can, using the above results, finally be formulated as

$$\vec{S} = A\rho \vec{S}_p,$$

(9.28)

where $\rho$ is given in (9.25) and either of the two formulations (9.20) and (9.22) may be used. The parameter $A$ is included to account for the size of different objects or the amount of scattered energy. The scattering dyad in (9.28) depends on the parameters $\vec{k}_i$, $\vec{k}_s$, $\vec{n}$, $\epsilon_2$, $a$, and $A$. To reduce the number of model parameters, the special case of a perfectly conducting object will be used in the following. Thereby, the number of parameters that models the scattering dyad are reduced to three. In Section 9.4, the impact of different choices of these parameters on the channel impulse response will be discussed. These parameters may be modeled as stochastic or deterministic, depending on the scenario. Here, measurements may be used to decide upon the distributions of the parameters.

9.4 SISO Channel Modeling

The impulse response of a channel with a single transmitting and a single receiving antenna, i.e. an Single-Input Single-Output (SISO), will be derived in this section using the results from Section 9.2 and Section 9.3. The spatio-temporal properties of the channel model are then examined and discussed in a few channel scenarios.

9.4.1 Impulse Response

The frequency domain transfer function for a scenario with several scatterers was derived in Section 9.2. The form of this transfer function may be simplified by using the general scattering model introduced in Section 9.3. In particular, it is possible to relate the scattering function $\vec{a}$ to the transmitted field in more direct way. Since, the scattering function $\vec{a}$ denotes the
polarization of the scattered field it can be rewritten (with a slight abuse of notation) using (9.17) as

$$\vec{\alpha} = \vec{E}_s = \vec{S} \vec{E}_i = \vec{S} \vec{g}_t,$$  \hspace{1cm} (9.29)

where the polarization of the incident field $\vec{E}_i$ is expressed using the polarization of the transmitted field from the antenna $\vec{g}_t$. Note that $\vec{g}_t$ depends on the direction of radiation as well as the antenna type. Furthermore, the relationship to the radar cross section can now be written as

$$\sigma = 4\pi |\vec{S}\vec{g}_t|. \hspace{1cm} (9.30)$$

A more compact form of the frequency domain transfer function may be written using (9.29)

$$h(\omega, t) = \sum_{q=1}^{N_s} C e^{-jk(|\vec{r}_{msq}|+|\vec{r}_{sqb}|)} G_t(\vec{r}_{msq}) G_r(-\vec{r}_{sqb}) \vec{g}_r(-\vec{r}_{sqb}) \vec{S}_q \vec{g}_t(\vec{r}_{msq}), \hspace{1cm} (9.31)$$

where $C$ is given in (9.7), $\vec{S}$ in (9.28), and the antenna parameters $G_t, G_r, \vec{g}_t,$ and $\vec{g}_r$ are defined in Section 9.2. By selecting the antennas and determining the properties of the scatterers and their positions, the frequency domain transfer function is easily calculated using (9.31). Throughout this section, $\ast$ denotes a multiplication, and an attenuation factor of $\gamma = 1$ will be used.

A time domain transfer function is typically employed when analyzing and simulating the wireless channel. Fortunately, it is straightforward to obtain a complex baseband channel impulse response from the frequency domain transfer function (9.11) by performing an inverse Fourier transform. First, several things should be noticed. Even if a wideband system is considered, the bandwidth compared to the carrier frequency can typically be considered narrow. For instance, the HiperLAN/2 standard, that supports high data rates, has a relative bandwidth of less than one percent. Thus, the antenna parameters $C, G_t, G_r, \vec{g}_t,$ and $\vec{g}_r$ are almost constant over the signal bandwidth. Furthermore, the scattering dyad $\vec{S}$ was in Section 9.3 also found to be almost constant over the bandwidth. The remaining term that depends on the frequency is the phase shift that corresponds to the time delay. Thus, for a system with bandwidth $\omega_b$, the complex baseband impulse response can be written as

$$h(\tau, t) = C' \sum_{q=1}^{N_s} \text{sinc} \left[ \omega_b (\tau - \tau_q) \right] \frac{|\vec{r}_{msq}|}{(|\vec{r}_{msq}| \ast |\vec{r}_{sqb}|)^\gamma} G_t(\vec{r}_{msq}) G_r(-\vec{r}_{sqb}) \vec{g}_r(-\vec{r}_{sqb}) \vec{S}_q \vec{g}_t(\vec{r}_{msq}), \hspace{1cm} (9.32)$$
where $\tau_q = (|\vec{r}_{msq}| + |\vec{r}_{s QB}|)/c$, $c$ denotes the speed of light in the surrounding medium, and

$$C' = -j\frac{4\omega_b}{k_c \eta I_0}, \quad (9.33)$$

where $k_c$ denotes the wave number of the carrier frequency. The impulse response in (9.32) is a function of both the delay $\tau$ and the time $t$, that accounts for the time evolution of the impulse response. One example of time evolution effects is the Doppler shift that occurs due to movement of either the mobile, the base station, or the scatterer. Note that the Doppler is included implicitly in (9.32), but explicit expressions were given in Section 9.2. Furthermore, the impulse responses given above is the baseband impulse response where the carrier frequency is suppressed.

The functions given in (9.31) and (9.32) are two characterizations of the wireless channel which are related through the Fourier transform with respect to the delay $\tau$. Another set of functions can be obtained by Fourier transforming with respect to the time $t$. Altogether, four different functions can be obtained by Fourier transforming with respect to both time and delay. This characterization is known as the family of Bello functions, after their originator [Bel63]. For example, by taking the Fourier transform of (9.32) with respect to the time $t$ results in the delay Doppler-spread function that is widely used to determine the Doppler spread. This function will be calculated for a scattering scenario in Section 9.4.2.

The constant $C'$ can of course be omitted when simulating a particular type of system, since it is just a constant. However, when studying the frequency dependency it should be included, and care must be taken not to violate the narrowband assumption used to arrive at (9.32).

The expression for the impulse response may be simplified even further, by evoking another narrowband assumption. If the bandwidth $\omega_b$ of the system is small compared to the spread in arrival times $\Delta \tau$, i.e. $\omega_b \ll 2\pi/\Delta \tau$, the different time delays corresponding to each scatterer (or path) can then be treated as simple phase shifts as

$$h_{nb}(t) = \sum_{q=1}^{N_s} \frac{e^{-j\omega_c \tau_q}}{( |\vec{r}_{msq}| |\vec{r}_{s QB}| )^{\gamma}} G_t(\vec{r}_{msq}) G_r(\vec{r}_{s QB}) \tilde{g}_t(\vec{r}_{s QB}) \tilde{g}_r(\vec{r}_{msq}), \quad (9.34)$$

where the constant $C'$ has been omitted and $\omega_c$ denotes the carrier angular frequency. Thus, it is important to separate the two different narrowband assumptions. The first narrowband assumptions is regarding the bandwidth of the system relative the carrier frequency, while the second narrowband assumption regards the system bandwidth relative the delay spread of the
channel. Thus, a system may be narrowband in the first sense, but not in the second sense.

It is possible to relate the second narrowband assumption to a spread in path length $\Delta l$ instead of delay time $\omega_b \ll 2\pi/\Delta \tau = c/\Delta l$. For example, a system of bandwidth $20$MHz at a carrier frequency of $5.2$GHz can be considered narrowband in the second sense if the difference in path length is less than $15$m, while it is still narrowband in the first sense. For a system with a bandwidth of $1$MHz, the corresponding distance becomes $300$m.

However, for all reasonable communication systems it is always possible to apply (9.32).

In (9.32) and (9.34), a continuous time representation has been used. However, the major part of the signal processing and communication theory is performed using a discrete time representation of the channel. Fortunately, a discrete impulse response can be obtained by sampling the functions given above [Pro95]. An example of how this can be performed in a MIMO setting is given in [SJBF00], where also the pulse shaping filter response of the communication system is included. Next, some of the most important properties of the channel model will be illustrated in a few simulation examples that provide some insight into the different physical phenomena.

### 9.4.2 Spatio-Temporal Properties

The spatio-temporal properties of the channel model will be examined in a few examples in this section. First, a very simple example of a single scatterer will be considered to illustrate the general properties of the model and the scattering dyad $\vec{S}$. Next, a more complicated example with many scattering elements with different polarization characteristics will be examined.

Consider the channel scenario illustrated in Figure 9.12, where only a single scatterer is present. The scatterer is oriented as $\vec{n} = -\vec{y}$, and the mobile travels along a path in the $\vec{x}$ direction with a speed of $10$m/s. The base station is situated beneath the scatterer and the mobile trajectory. The scatterer is assumed to be perfectly conducting, and the scattering amplitude is $A = 3$. At both the base station and the mobile, $\vec{z}$ oriented dipole antennas are used (see (9.2) and (9.3)). Since all objects are situated in the $x-y$ plane, all wave propagation is horizontal and no polarization losses occur. Several fundamental channel properties can now be illustrated using the channel models introduced above and also explained since the geometry of the channel is simple. Since only one scatterer is present, the delay spread will be zero and the narrowband model in (9.34) may be used.

First, the received power as the mobile moves along the trajectory will be examined. The squared magnitude of the received voltage $|h_{nb}(t)|^2$ ver-
sus time $t$ is shown in Figure 9.13 for three different scatterer sizes. As is intuitively expected, the maximum received power occurs when the mobile is the closest to the scatterer. Also, the impact of different scattering object sizes is examined by using several values for the size parameter $a$, see (9.25). A large value of the scatterer size parameter $a$ results in a narrow scattering lobe, while a lower value gives a broader area of scattering as expected. This figure may be useful when determining suitable values for $a$ when simulating different channels.

Although the scattered power reveals much of the scattering properties, the Doppler effects are not included since the phase is neglected. In Figure 9.14, the real part of the complex baseband response is shown for the same scenario as previously. Note that this corresponds to the output of a filter matched to a single sinusoid of carrier frequency. Here, the Doppler effect is clearly visible. As the mobile approaches the scatterer, the angle $\zeta$ between the velocity of the mobile ($\vec{x}$) and the direction towards the scatterer approaches $90^\circ$. Using the results obtained in Section 9.2, the Doppler frequency is $\nu_d = k v_s \cos \zeta$. Thus, the Doppler frequency should be zero at the scatterer, as found in Figure 9.14, since the angle $\zeta$ then becomes $90^\circ$. The maximum Doppler frequency is consequently expected at the beginning and the end of the mobile path in Figure 9.12. In the simulation of Figure 9.14,
Figure 9.13: Received energy versus time for the scenario in Figure 9.12, and for three different scatterer sizes.

Figure 9.14: The real part of the complex response, $\text{Re}(h_n(t))$ versus time, for the scenario in Figure 9.12 when $a = 0.5$ and $f_c = 200\text{MHz}$.
a carrier frequency of 200MHz was used, which gives a maximum Doppler frequency of 6.7Hz. This agrees reasonably well with Figure 9.14. However, by calculating the Doppler spectrum, i.e. taking the Fourier transform of the signal in Figure 9.14, the Doppler effects are illustrated more explicitly.

The Doppler spectrum for the scenario in Figure 9.12 is shown in Figure 9.15. It is clearly visible that the Doppler frequencies are in the range \(0 - 7\text{Hz}\), which agrees well with the expected maximum Doppler of 6.7Hz. Thus, the channel model is capable of reproducing the most fundamental characteristics of the wireless channel, such as the Doppler and the time evolution of the channel. However, since only one scattering object was used, no multipath effects were present. Furthermore, no polarization effects were included since all wave propagation was horizontal, and both antennas were vertically polarized. Next, a more complicated scenario that contains some of these aspects will be studied.

Consider the channel geometry in Figure 9.16, where a more complicated scattering scenario is shown. Here, the base station is located at \((0,0,20)\) while the mobile travels between \((98,0,0)\) and \((102,0,0)\), where all values are given in meters. The mobile moves with a velocity of 2m/s, i.e. the total travel time is 2s. The mobile dipole antenna is oriented as \(\vec{a} = \vec{x} + \vec{y} + \vec{z}\).
9.4 SISO CHANNEL MODELING

Figure 9.16: The geometry of a more complicated channel scenario with 50 scatterers clustered around the mobile. The base station and mobile antennas are denoted as in Figure 9.12.

and the expressions in Section 9.2 can be used after an appropriate rotation of the antenna coordinate system. For a brief review on rotating antennas using Euler rotation angles, see [Mil99]. Two different antenna arrangements at the base station will be considered, one $\vec{z}$ oriented and one $\vec{y}$ oriented. A carrier frequency $f_c = 5$GHz will be used, and both a narrowband system and a wideband system with a bandwidth of 100MHz will be examined. The position of each scatterer $\vec{r}_s$ is obtained as

$$\vec{r}_s = \vec{x} (100 + r \sin \theta \cos \phi) + \vec{y} r \sin \theta \sin \phi + \vec{z} \cos \theta,$$  \hspace{1cm} (9.35)

where the radius of the scattering cluster $r$ is uniformly distributed $r \in U(1, 20)$, and the angles $\theta, \phi$ are also uniformly distributed as $\phi \in U[0, 2\pi)$ and $\theta \in U[0, \pi)$. Furthermore, the scattering properties of each scattering object, as defined in Section 9.3 equation (9.28), are distributed as

$$
a \in U(0.01, 0.5)$$
$$\epsilon_2 = \infty$$
$$A \in N(0, 1)$$
$$\vec{n} \in U(0, 1)$$  \hspace{1cm} (9.36)
Note that the surface normal $\vec{n}$, with the above definition, will be equally probable in all directions. Further, the size parameter $a$ is chosen as to obtain a large scattering lobe and thus energy contributions from most objects. The scattering amplitude is simply modeled using a complex normal distribution while all objects are assumed to be perfectly conducting.

The received power from both the $\vec{z}$ oriented and the $\vec{y}$ oriented base station dipoles are shown in Figure 9.17 for a narrowband system employing (9.34). The wideband case will be treated later. Note that the powers are normalized to the maximum received power of the $\vec{z}$ dipole. The rapid variations of the received power is due to the interaction of several scatterers and propagation paths, i.e. multipath effects. This is an example of a fading signal, where deep fades are encountered quite frequently. Note that some slow fading properties due to the movement also is visible in Figure 9.17. It is important to stress that Figure 9.17 may be compared to Figure 9.13, where the corresponding curve is shown for a single scatterer. The corresponding curve for the real part of the complex response for the channel scenario in Figure 9.16 exhibits similar behavior as the power plot in Figure 9.17 and is therefore not plotted here.

The received power is almost the same for the $\vec{z}$ dipole as for the $\vec{y}$ dipole, i.e. the vertical polarization is of similar strength as the horizontal, in this
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Figure 9.18: The Doppler spectrum for the scenario in Figure 9.16 with $f_c = 5$GHz and a velocity of 2m/s resulting in a theoretical maximum Doppler frequency of 33.3Hz.

For other simulation environments, such as larger separation distances, vertical polarization will be slightly larger as found in several measurement studies [Sor98, KTS84, Vau90]. However, it is important to stress that the geometry of the channel determines the polarization properties. Here, it can be useful to use measurement results to determine suitable values and distributions for the different parameters involved in the model [PMF99].

In Figure 9.18, the Doppler spectrum for the scenario in Figure 9.16 when $f_c = 5$GHz, is shown. Using the formulas given in Section 9.2 and the fact that the mobile is moving with a speed of 2m/s, the maximum theoretical Doppler frequency becomes 33.3Hz. This theoretical result agrees very well with the simulations presented in Figure 9.18. However, the actual shape of the Doppler spectra obviously differs significantly from the theoretical curves usually presented in textbooks [Jak74, Pro95, Yac93], that assume uniformly distributed scatterers around the receiver.

The arrival times of the individual waves and the magnitude of the amplitudes are shown in Figure 9.19 for the $z$ oriented base station dipole. Also shown is the magnitude of the wideband impulse response as given in (9.32), for a system with a bandwidth of 100MHz. First, it is noted that the arrival times correspond well with the distance over the speed of light for the
A number of parameters may be used to characterize the wideband impulse response [Jak74, Pro95, Sau99, Yac93]. For example, the mean delay

$$\tau_o = \frac{1}{P_T} \sum_{q=1}^{N_s} P_q \tau_q, \quad (9.37)$$

where $P_T = \sum_{q=1}^{N_s} P_q$, and the Root Mean Square (RMS) delay spread which is defined as

$$\tau_{RMS} = \sqrt{\frac{1}{P_T} \sum_{q=1}^{N_s} P_q \tau_q^2 - \tau_o^2}. \quad (9.38)$$

Here, $P_q$ denotes the received power from path $q$ and $\tau_q$ denotes the delay of path $q$. For the simulation in Figure 9.19, the mean delay is 356ns and the RMS delay spread 16ns. The RMS value is rather low for this type of channel and indicates that a few additional scatterers at other locations typically contribute to the received signal. For instance, several clusters of scatterers may be considered. This would also increase the depolarization of the signals and result in a quite small difference between the received power for different polarizations. This is frequently encountered in practice.
Furthermore, the amplitudes decrease quite rapidly as the delay increases, which agrees quite well with previous measurements and models [SV87, Sau99, TCJ+72]. In those models, the envelope of the impulse response was modeled as exponentially decaying, which also could be used as a model for the response in Figure 9.19. However, it needs to be re-iterated that all results depend on the chosen channel scenario, the position, and the characteristics of the scatterers. The possibilities of calculating different channel properties are virtually endless, and in the next section a few alternatives will be indicated. Also, some relationships to existing channel models will be established.

9.4.3 Discussion

An important contribution of the proposed channel model is that the polarization properties and the antenna properties are included in the model. For example, it is easy to examine the impact of different antenna solutions by simply inserting different antenna functions. Here, both analytical and numerical results can be employed. This is of particular interest, since smart antennas in communication systems are rapidly becoming a key element in the design of future high data rate systems. Also, since the full electromagnetic field is obtained at the receiver, it is possible to examine the potential of employing different electromagnetic polarizations as a diversity receiver [Sva00b]. Already, many communication systems employ dual polarized antennas as two diversity branches. However, recent results indicate that up to six different diversity branches may be available by exploiting the full potential of electromagnetic polarization [AMd01]. All this is possible to model with the proposed channel model, and some results will be presented for the case of MIMO channels in Section 9.6.

Another interesting channel characteristic which is captured by the channel model is the time evolution of the impulse response. As the mobile moves, the directions to the scattering objects will change gradually, and thus affect the characteristics of the channel in a physically sound manner. This is typically not modeled in the purely statistical models often suggested in the signal processing and communications literature. However, with the advent of transmit diversity and MIMO systems, the time evolution of the channel is becoming increasingly more important. In particular, it is important to be able to predict the behavior of the channel in order to more fully exploit the wireless channel [DHHH00, Ekm00, HHDH99]. Hence, the channel model proposed here may be used to simulate mobile radio channels also for this purpose. These properties are even more relevant for multiple antenna systems and in Section 9.6 the topic of channel prediction will be further
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discussed.

Furthermore, by using the scattering dyad formulation of the channel model, compact expressions are obtained that are physically intuitive. It is possible to relate effects in the impulse response to features in the channel scenario. Furthermore, it is also possible to relate effects in different receiver algorithms in a similar manner, which is not possible in a measurement campaign. The model also covers both narrowband and wideband systems. Thus, it can be used to simulate many types of radio systems since it does not rely on a specific frequency or time resolution.

By varying the properties and the locations of the scattering objects, many different channel types are possible to simulate. These choices can, of course either be made by physical reasoning, or by calculating these parameters from measurement data. In fact, almost any type of channel can be obtained by an appropriate selection of scattering objects and positions. By making some specific assumptions, it is possible to relate the new channel model to existing ones.

If only horizontal propagation is considered and all antennas are vertically polarized, the scattering dyad may be replaced by a scalar parameter. In that case, the proposed channel model essentially reduces to a model proposed in [FMB98]. That model is also based on positioning scattering objects and calculating the received signal, but without explicitly including any electromagnetic wave propagation. Several channel environments are proposed in [FMB98] that can be adopted to the proposed model by including electromagnetic polarization effects. A similar model was proposed in [BKM96] that also exploits the concept of positioning scattering objects and calculating the received signal, however, without including polarization and 3-D wave propagation. Interestingly, the channel parameters were extracted using measurements and a number of interesting results were obtained. A similar scheme may be applied also to the present channel model, if suitable channel measurements that includes polarization are available.

Finally, it is possible to relate the channel model to some of the purely statistically based channel models. For instance, by placing the scattering objects in a circle in a plane surrounding the receiver, a uniform distribution of the incidence angles at the receiver would result. Thus, in this case the proposed channel model would reduce to the Clark’s model [Cla68]. If the scatterers instead were placed on a circular segment within an elevation sector, the extension of Clark’s model proposed in [Aul79] would result. Furthermore, if the scatterers are positioned along a circle circumventing the mobile, the well known Jake’s model [Jak74] is obtained. A number of other relationships to well known models may also be established. However, many of these assume that an array antenna is used which will be discussed in the
following sections.

## 9.5 SIMO Channel Modeling

The impulse response of a channel with a single transmitting antenna and an array of receiving antennas, i.e. an Single-Input Multi-Output (SIMO), will be derived in this section using the results from previous Section. The spatio-temporal properties of the channel model are then examined and discussed.

### 9.5.1 Impulse Response

The transfer function or impulse response for a SIMO channel is easily obtained by calculating the SISO channel impulse response for each individual element at the array and combining the final response as

\[
 h(\tau, t) = \begin{bmatrix}
 h_1(\tau, t) \\
 h_2(\tau, t) \\
 \vdots \\
 h_n(\tau, t)
 \end{bmatrix},
\]

(9.39)

where \( n \) denotes the number of antenna elements and \( h_i(\tau, t) \) the time domain impulse response of antenna \( i \). The impulse response of each antenna is calculated using (9.32) for the wideband channel and using (9.34) for the narrowband channel.

A simpler expression of the SIMO channel may be obtain if the reciprocal of the bandwidth of the signal is large in comparison with the time needed for the wave to propagate across the array aperture. This assumption is usually called the narrowband assumption in sensor array signal processing literature. Note that this narrowband assumption is different from the narrowband assumptions discussed previously. Here, the bandwidth of the signal is related to the array aperture while previously narrowband related to either the bandwidth of the signal or the delay spread. Thus, a signal may be narrowband related to the array aperture while being wideband when related to the delay spread.

For a signal, narrowband in the aperture sense, the arrival time at each antenna element may be modeled using simple phase shifts which eliminates many of the calculations involved in evaluating (9.39) The induced voltages for an array of \( n \) elements when a wave is incident along \( \vec{k}_q \) can then be written as the following \( n \times 1 \) vector

\[
 v^T = va^T(\vec{k}_q) = v \left[ e^{-j\vec{l}_1 \cdot \vec{k}_q}, e^{-j\vec{l}_2 \cdot \vec{k}_q}, \ldots, e^{-j\vec{l}_n \cdot \vec{k}_q} \right],
\]

(9.40)
where \( \vec{r}_i \) is the location vector of element \( i \), \( \vec{k}_q \) is the wave vector of the incident wave, and \( v \) is the induced voltage already given in (9.8). Often the first element is chosen as the phase reference center or origin, thereby measuring all the other time delays or distances are relative to the first element. Using (9.40), the wideband SIMO impulse response may be written as

\[
h(\tau, t) = C' N_s \sum_{q=1}^{N_s} a(\vec{k}_q) \text{sinc} \left[ \omega_b (\tau - \tau_q) \right] G_t(\vec{r}_{msq}) G_r(-\vec{r}_{sqb}) \bar{g}_{q,t}(\vec{r}_{msq}),
\]

(9.41)

and the narrowband SIMO impulse response as

\[
h_{nb}(t) = \sum_{q=1}^{N_s} \frac{a(\vec{k}_q) e^{-j \omega_c \tau_q}}{(|\vec{r}_{msq}| \star |\vec{r}_{sqb}|) \gamma} G_t(\vec{r}_{msq}) G_r(-\vec{r}_{sqb}) \bar{g}_{q,t}(\vec{r}_{msq}),
\]

(9.42)

where \( a(\vec{k}_q) \) is calculated for \( q \)th incident wave using (9.40). An implicit assumption in the above simplified expression is that the wave fronts are planar. If the array is close to the source or the array aperture is very large, the expressions need to be corrected for non-planar (spherical) wavefronts [HB91]. This is not necessary using the first expression (9.39), where the full path length is used to calculate the response of each element.

The introduction of several antenna elements gives rise to several new channel characteristics that will be examined in the next section.

### 9.5.2 Spatio-Temporal Properties

The temporal properties of the SIMO model are similar to the SISO model, since the SIMO response essentially consist of a number of SISO impulse responses. However, there is one important new property, namely the relation or correlation between the signals received by the different array elements. The correlation properties will be examined for the same scattering scenario as described in Section 9.4.2 and illustrated in Figure 9.16. Each individual impulse response will exhibit similar Doppler shift, fading, and RMS delay as found in the SISO analysis and will not be further examined here. Instead, angular properties such as the DOA and the angular spread will be examined in conjunction with the correlation properties. All channel parameters will be the same as in Figure 9.16 except for the attenuation of the waves and the orientation of the mobile antenna \( \vec{a} = \vec{z} \). Here, \( |\vec{r}_{msq}| \star |\vec{r}_{sqb}| \) will denote \( |\vec{r}_{msq}| + |\vec{r}_{sqb}| \), while the attenuation factor \( \gamma \) still is \( \gamma = 1 \). This change will result in a less rapid attenuation of the scattering around the mobile
and thus increase the delay spread and the angular spread. An alternative way of obtaining this effect is to use a smaller attenuation factor $\gamma$, which also would result in a less rapid attenuation. What parameter values to use depends critically on the type of scenario that is desired.

The correlation properties of the received signals from the array depend strongly on the angular properties of the channel. In particular, the angular spread and the mean Direction Of Arrival essentially determine the correlation levels. The mean DOA is calculated in a manner similar to the mean delay as

$$\phi_o = \frac{1}{P_T} \sum_{q=1}^{N_s} P_q \phi_q,$$

(9.43)

where $P_T = \sum_{q=1}^{N_s} P_q$ and the RMS angular spread becomes

$$\phi_{RMS} = \sqrt{\frac{1}{P_T} \sum_{q=1}^{N_s} P_q \phi_q^2 - \phi_o^2}.$$  

(9.44)

Here, $P_q$ denotes the received power, $\phi_q$ denotes the DOA, and $\tau_q$ denotes the delay of path $q$. In Figure 9.20, the angular spread $\phi_{RMS}$ is shown for the scenario in Figure 9.16. The average RMS angular spread in this case is $3.9^\circ$. Also, the variations between different realizations of the channel are not very large. The angular spread value may appear low. However, with the chosen distribution of scatterers the concentration of scatterers will be denser close to the mobile. Also, the scatterers further from the mobile will often experience longer path delays and consequently also a larger attenuation, and will therefore contribute less to the total received power. An RMS angular spread of $3.9^\circ$ is, therefore, reasonable.

A very important property of a wireless system employing multiple antennas is the correlation between the signals received by the different antennas. In principle, the correlation properties determine the performance of diversity combining and essentially also the channel capacity. The basic idea of diversity combining is that if the received signal in one antenna experiences a deep fade (low signal SNR), the signals received by the other elements may not, provided that the signal levels exhibit low correlation. The correlation between the envelopes of the received signals, i.e. the envelope correlation, is obtained using [PS60] as

$$\rho_e \approx \frac{|E[h_{nb}^1 h_{nb}^2]^*]|^2}{E[|h_{nb}^1|^2]E[|h_{nb}^2|^2]}.$$  

(9.45)

The envelope correlation between two $\vec{z}$ oriented base station antenna elements, as a function of the element separation distance, is shown in Figure
9.21. Also shown is the correlation when assuming a Gaussian or Uniform distribution of the DOA with the same angular spread [Ast96]. First, it is noted that the correlation using the Gaussian assumption follows the actual correlation behavior of the scenario under consideration fairly well. A slightly higher correlation is obtained using the Uniform assumption. It is also observed that the ripple behavior is not accounted for by using the Gaussian assumption. The above properties of the correlation as a function of the separation distance have been confirmed both using measurements and other channel models in numerous papers. An excellent overview of spatial channel models can be found in [Ert98]. Since the correlation properties are of great importance when designing receiver algorithms, much work has been performed on deriving accurate channel models for the correlations properties. However, these models only account for the spatial separation and not the polarization of the antennas. Most future communication systems will most likely exploit polarization diversity, since it offers relatively compact antenna solutions. Therefore, it is of great interest to model also the correlation properties between different polarization branches.

In Figure 9.22, the square root of the envelope correlation between two \( \vec{z} \) oriented antennas, two \( \vec{y} \) oriented and the correlation between one \( \vec{z} \) oriented and one \( \vec{y} \) oriented antennas are shown vs separation distance. Here, 100
channel realizations were used to calculate the correlations. Note that the \( \vec{z} \) oriented case corresponds to the curve shown in Figure 9.21. The correlation for the \( \vec{y} \) oriented case is relatively similar to the vertical case as might be expected. One possible explanation for the slightly slower decorrelation in the horizontal plane is that the wave propagation is predominantly horizontal, leaving more degrees of freedom in the vertical plane that can contribute to the decorrelation. Also, it is interesting to note that the received signals from an \( \vec{x} \) and an \( \vec{y} \) oriented dipoles are almost uncorrelated in this scenario. Obviously, the polarization correlation properties depends on the choice of the channel parameters, and care should be taken to not draw to many conclusions regarding the levels of correlation. However, if polarization dependent measurements are available, the values of the channel parameters may be tuned to produce similar results as the measurements. The resulting channel model may then be used to simulate different systems and also to relate physical parameters to effects in the signal processing schemes. In the next section, the possibilities of the SIMO model as well as some relationships to existing channel models will be discussed.
Figure 9.22: The square root of the envelope correlation between two $\vec{z}$ oriented, two $\vec{y}$ oriented, and between one $\vec{z}$ oriented and one $\vec{y}$ oriented antennas vs separation distance.

9.5.3 Discussion

The introduction of an array antenna at the base station offers many advantages compared to the single antenna case, such as beamforming and diversity combining. Therefore, there has been a significant interest in modeling the channel with a single mobile and a base station antenna array, i.e. the SIMO channel. The focus of this research has been on obtaining models for the correlation between the elements and how the correlation depends on environmental parameters such as element spacing. Excellent overviews of spatial channel models may be found in [Ert98, LR99], where references are given to numerous papers on SIMO channel models. Analytical expressions for the correlation under different assumptions can, for instance, be found in [Ast96, Jak74, Sau99].

Most of the SIMO channel models presented in the literature are possible to obtain as a special case of the channel model proposed in this report, by assuming an appropriate distribution of the scatterers and their respective properties. In particular, if the polarization properties are neglected and a scalar scattering coefficient is used, the proposed channel model reduces to models proposed in [BKM96, FMB98]. In those works, suggestions for real-
istic values of the channel parameters, such as number of scatterers, number of scatter centers, attenuation factors, radius of scattering centers, and typical distances between base and mobile can be found. Essentially, the SIMO model presented in this section is only a combination of several SISO models. This is one advantage of physical modeling compared to statistical modeling, where a whole set of new correlation functions and distributions need to be determined.

If it is difficult to accurately model the correlation between the different antennas at the base station, it is even more difficult to model systems with multiple antennas at both transmitter and receiver. Thus, models based on fundamental physics are well suited for this modeling task which is the topic of the next section.

9.6 MIMO Channel Modeling

The impulse response of a channel with multiple transmit and receive antennas, i.e. an Multi-Input Multi-Output (MIMO), will be derived in this section using the results from previous sections. The spatio-temporal properties of the channel model are then examined and discussed.

9.6.1 Impulse Response

Essentially, the extension from a single transmit antenna and single receive antenna to a MIMO system with \( n_t \) transmit and \( n_r \) receive antennas only requires the calculation of \( n_t \times n_r \) impulse responses or channel coefficients. Using the proposed physical channel model, this simply means evaluating (9.32) and (9.34) for many different transmit and receive positions.

Most of the analysis of MIMO systems, so far, has been regarding narrowband systems [CJT98, FG98, SFGK00, NSC00]. In that case, the MIMO channel can be expressed as an \( n_r \times n_t \) channel matrix \( H(t) \) with elements \( H_{ij}(t) = h_{nb}(t) \), where \( h_{nb}(t) \) denotes the channel coefficient between transmit antenna \( j \) and receive antenna \( i \), calculated using (9.34). Different normalizations of this narrowband MIMO channel matrix have been used in the literature, where \( \|H\|_F^2 = n_r n_t \) appears to be the most common normalization [Bur00].

For wideband MIMO channels, numerous possibilities of representing the channel exist, such as tensor notation or concatenated matrices [LP00, SJB00]. However, the set of channel impulse responses that define the MIMO channel, \( \{h_{ij}(t, \tau); i = 1, 2, \ldots, n_r, j = 1, 2, \ldots, n_t \} \), is easily evaluated using (9.32), with the corresponding antenna positions for each impulse.
response. Although most of the MIMO analysis has been performed for narrowband systems, future systems will be wideband where it is critical that the temporal properties of the MIMO channel is accounted for [LP00].

Both narrowband and wideband MIMO systems will be simulated and discussed in the next section.

9.6.2 Spatio-Temporal Properties

Some of the properties of MIMO channels will be examined in this section. In particular, the correlation properties as seen from the transmitter and the receiver will be examined along with the achievable data rate (channel capacity). The potential of using EM polarization as diversity branches will also be briefly addressed. Two examples of channel environments will be examined where suitable values of the channel parameters are given. First, a microcell propagation environment will be presented that allows for comparisons of spatial correlations with previous SIMO models [Ert98, Sau99]. A picocell or indoor model will also be presented, that models areas where the scattering is dense and high channel capacities have been measured [KSMP00, SOK00].

In Figure 9.23, a channel environment is shown that may be characterized as a microcell environment. The scatterers are uniformly distributed within a sphere of radius $R$, centered at the mobile that is located a distance $D$ from the base station. The antenna element separation is denoted $d_{ms}$ and $d_{bs}$ at the mobile and base respectively. Values for the number of scatterers $N_s$ and the carrier frequency $f_c$ together with the distances $D$ and $R$ are given in Table 9.1. These values correspond to similar environments given in [BJ98, FMB98], that were found to yield realistic channel characteristics. The polarization properties are determined by the parameters $\vec{\eta}$, $a$, and $A$. Here, it is assumed that the surface normals are uniformly distributed, resulting in strong depolarization. Other choices can of course be made such
as a distribution biased towards horizontal normals, to account for the fact that buildings and walls typically have vertical surfaces. A uniform distribution also models the width of the scattering lobe that is of sufficient range to include both broad and narrow scattering lobes. Finally, the scattering coefficient is modeled as a zero mean complex Gaussian process, see Table 9.1.

A channel environment with picocell and indoor characteristics can be obtained using almost the same modeling approach as above. In this case, a scattering sphere is located between the base and the mobile that has a scattering radius large enough to enclose both mobile and base. The corresponding channel parameters are given in Table 9.1. Both the microcell and indoor environments use $\gamma = 1$ and multiplicative attenuation, i.e. $|\vec{r}_{ms}| \cdot |\vec{r}_{sb}|$ denotes $|\vec{r}_{ms}| |\vec{r}_{sb}|$.

Since the overwhelming part of the analysis of channel capacity and spacetime processing has been conducted for narrowband systems, the correlation properties of narrowband MIMO systems will be examined first. Wideband characteristics and polarization properties are discussed after that.

A very important property of the channel that essentially determines the channel capacity is the correlation between different antennas or channel coefficients. The related case of a single mobile antenna and a base station array has been thoroughly studied in numerous theoretical and practical investigations, as discussed in the previous section. However, the MIMO case is less understood, where essentially only theoretical results and conjectures have appeared in the literature [CRFLL00, SFGK00, PAKM00].

In Figure 9.24, the envelope correlation $\rho_e$ [Jak74, Sau99] of a signal received by two base station antennas separated by a distance $d_{bs}$ is shown for various separation distances. Here, 500 realizations of the microcell scenario given in Figure 9.23 and Table 9.1 is used, and the antennas are $\vec{z}$ oriented.

### Table 9.1: Channel parameters for two channel environments.

<table>
<thead>
<tr>
<th>Microcell Environment</th>
<th>Picocell/Indoor Environment</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D = 5$km</td>
<td>$D = 30$m</td>
</tr>
<tr>
<td>$R = 0.5$km</td>
<td>$R = 100$m</td>
</tr>
<tr>
<td>$N_s = 50$</td>
<td>$N_s = 50$</td>
</tr>
<tr>
<td>$f_c = 5$GHz</td>
<td>$f_c = 5$GHz</td>
</tr>
<tr>
<td>$\vec{n} \in U[0,1],</td>
<td>\vec{n}</td>
</tr>
<tr>
<td>$a \in U[0.01,0.5]$</td>
<td>$a \in U[0.01,0.5]$</td>
</tr>
<tr>
<td>$A \in \mathcal{CN}(0,1)$</td>
<td>$A \in \mathcal{CN}(0,1)$</td>
</tr>
</tbody>
</table>
dipole elements. The solid curve is directly comparable to the previous analysis on SIMO systems [Ert98, Jak74, Sau99], and is well modeled using a Gaussian distribution for the angular properties. Also included in the plot is the corresponding envelope correlation when the signal is emanating from two mobile antennas separated by a distance $d_{ms}$, i.e.

$$
\rho_{n_1m_1}^{n_2m_2} \approx \frac{E^2[H_{n_1m_1}H_{n_2m_2}^*]}{E[|H_{n_1m_1}|^2]E[|H_{n_2m_2}|^2]},
$$

(9.46)

where the channel matrix $H$ is defined in Section 9.6.1. The base station antennas $n_1$ and $n_2$ are separated a distance $d_{bs}$ while the mobile antennas $m_1$ and $m_2$ are separated a distance $d_{ms}$.

It has been conjectured [CRFLL00, PAKM00] that the correlation properties at the transmitter and receiver are independent from one another, and that the overall correlation properties may be obtained through multiplication. This is supported by the simulations presented in Figure 9.24, where the correlation decreases in a multiplicative manner as the mobile correlation decreases with increasing $d_{ms}$.

However, this is not the case in Figure 9.25, where instead the correlation properties are shown versus mobile separation distance $d_{ms}$. Here, the general shape of the correlation curve changes as $d_{bs}$ is changed, thus indicating that the correlation properties are not independent. Further measurements are needed to determine if the predictions of the model are in agreement with practical channel environments.
For systems with a high degree of correlation in one end and relatively low correlation at the other, the multiplicative conjecture may provide a reasonable first order approximation. The magnitude of the envelope correlation matrix, i.e. a normalization of the correlation matrix $R = E[\text{vec}(H)\text{vec}^H(H)]$, is shown in Figure 9.26 for a $3 \times 3$ microcell MIMO system with $d_{ms} = 0.5\lambda$ and $d_{bs} = 0.75\lambda$. In this case, the correlation is well approximated by $R = R_{bs} \otimes R_{ms}$ (see Figure 9.27), where $\otimes$ denotes the Kronecker product and the correlation properties at the base station and mobile are denoted $R_{bs}$ and $R_{ms}$, respectively. However, for systems with intermediate correlation, the simulations indicate that the correlation properties cannot accurately be described by multiplication. As mentioned above, further measurements are needed to investigate these properties in detail.

Many future MIMO systems are designed to offer high data rates in indoor environments, where most likely multiple polarizations will be used to obtain compact implementations suitable for hand-held devices. The channel capacity of a $2 \times 2$ MIMO system using co-located 45° slanted dipoles [Bal82, Sau99], will be simulated next. The channel capacity is calculated using formulas given in [FG98] and the indoor channel parameters given in Table 9.1.

In Figure 9.28, the channel capacity is shown for the dual-polarized MIMO system along a path of length $10\lambda$ (0.6m), with an average SNR of 10dB (path-average). For comparison, the corresponding capacities of a SISO
Figure 9.26: The magnitude of the envelope correlation matrix for a $3 \times 3$ MIMO system with $d_{ms} = 0.5\lambda$ and $d_{bs} = 0.75\lambda$.

Figure 9.27: The magnitude of the Kronecker envelope correlation product matrix $\mathbf{R} = \mathbf{R}_{bs} \otimes \mathbf{R}_{ms}$ for a $3 \times 3$ MIMO system with $d_{ms} = 0.5\lambda$ and $d_{bs} = 0.75\lambda$. 
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Figure 9.28: The channel capacity of a dual-polarized MIMO system along a path of length 10λ (0.6m), with an average SNR of 10dB (path-average). Also, shown is the corresponding capacities of a SISO system and a 2×2 spatially separated MIMO system.

system and a 2×2 MIMO system of z-oriented dipole elements separated as \(d_{ms} = 0.5\lambda\) and \(d_{ms} = 2\lambda\), are also shown. In this case (a single channel realization), the dual-polarized and the spatially separated systems offer similar capacities that are about three times the corresponding capacity of a single antenna system. Here, the normalization \(\|H\|_F^2 = n_r n_t = 4\) is employed, thereby including both antenna gain and diversity gain [And00, Bur00], which can be observed in Figure 9.28 where the deeper capacity dips are avoided in the 2×2 systems.

It was recently proposed that all six possible EM polarizations can be used as diversity branches [AMd01] to increase capacity. In Figure 9.29, the CCDF of the magnitude of the eigenvalues of \(H\) are shown for an indoor MIMO system employing 6 co-located elements, i.e. three electrical dipoles and three ring antennas (magnetic dipoles). The magnitude of the eigenvalues in Figure 9.29 are similar enough to provide relative large capacity gains over a single antenna system. This is clearly indicated in Figure 9.30, where the CCDF of the channel capacity for the same scenario is shown. The channel capacity of a corresponding SISO system and a hypothetical independent and identically distributed (i.i.d) system is also shown. In fact, the capacity of the multipolarized system is close to the i.i.d system that serves as an upper bound on the capacity [FG98]. Thus, employing all EM polarizations
Figure 9.29: The CCDF of the magnitude of the eigenvalues of an indoor MIMO system employing all six EM polarizations.

Figure 9.30: The CCDF of the channel capacity in an indoor MIMO system employing all six EM polarizations.
offers interesting new possibilities of achieving high capacities, where novel antenna solutions may offer very compact implementations.

As mentioned in the beginning of this section, most of the MIMO analysis has been of narrowband character. However, future system will most likely be wideband. Thus, the temporal domain also needs to be modeled. Using a physical channel model, this is easily included in a similar manner as in the SISO case, see Figure 9.16.

A number of numerical examples of channel environments have been presented in this section. However, many other types of channels can be obtained by adjusting the channel parameters, and it is an ongoing work to determine parameter sets which based on measurements match reality.

### 9.6.3 Discussion

Essentially, the extension from a single transmit antenna and single receive antenna to a MIMO system only requires that several impulse responses need to be calculated. Using the proposed physical channel model, this simply resulted in evaluating the SISO expressions for many different transmit and receive positions. This is one of the advantages with employing a physical channel model compared to a purely stochastic model, where a whole set of new correlation functions and distributions needs to be determined. Furthermore, in a manner similar to the SISO and SIMO cases, it is straightforward to simulate a system employing different polarizations. By positioning the scatterers and using different characteristics, most types of channels may be simulated. One important benefit of the proposed physical model is that it provides physical insight, which is especially interesting in the less measured and understood MIMO systems.

The framework presented in this report has been used to simulate MIMO channels employing novel antenna solutions such as multimode antennas [Sva00c] and parasitic antennas [WS01]. See also Chapter 10 and 11 for more details. Moreover, the impact of mutual coupling on the channel capacity [SR01] has been studied using a version of the channel model presented in this section, see Chapter 12. In this section, the recently proposed idea of exploiting all six EM polarizations in MIMO systems [AMd01] was briefly addressed. The distribution of the eigenvalues of the channel matrix was calculated for such a system in an indoor scenario. It was found that the capacity, in that case, was close to the theoretical capacity. Thus, exploiting EM polarization offers essentially the same capacity as a traditional spatially separated antenna array. Since very compact antenna solutions may be possible for systems employing EM polarizations, this is an interesting future topic. The effect of antenna separation on the correlation properties was
also examined in this section. The possibility of modeling the correlation at each end as independent, was also studied. These issues are important when designing MIMO systems, and they have therefore been addressed in several recent publications [Bur00, CRFLL00, PAKM00]. Although a number of measurements have been presented [KSMP00, MWS00, SOK00], more empirical results are needed in order to confirm the simulation results that has been presented. Finding parameter sets for the proposed channel model that satisfactorily matches reality is an important ongoing work.

Since the model naturally incorporates temporal channel properties, the proposed physical model also appears to be suitable when analyzing the performance of wideband MIMO systems [LP00]. Another interesting area of physical channel modeling is long-range prediction of fading signals, where realistic channel models are desired to evaluate the performance of adaptive transmission techniques [DHHH00]. Realistic channel models based on physics may also prove useful when designing efficient feedback strategies for systems employing transmit diversity [NLTW98].

9.7 Conclusions

A spatio-temporal channel model based on EM scattering and fundamental physics was presented. By studying the scattering properties of objects of simple shapes, such as spheres and cylinders, a simple function that captures the most important scattering properties was derived. A compact formulation was obtained by using a dyad notation and concepts from rough surface scattering. A simple, yet detailed, channel model was then obtained by employing results from EM wave propagation theory and elementary antenna theory. In a sense, the model bridges the gap between the complicated wave propagation environment of radio signals and the idealized models previously used when analyzing MIMO systems.

These results were then used to formulate SISO, SIMO, and MIMO channel models. Essentially, the extension from a single transmit antenna and single receive antenna to multiple antennas only requires that several impulse responses or channel coefficients need to be evaluated. Hence, a physical channel model can be modified to different antenna arrangements rather easily as compared to a purely stochastic model where a whole set of new correlation functions and distributions need to be determined. For each type of channel model, important channel characteristics were simulated and discussed. For instance, properties such as antenna correlation, Doppler spread, channel evolution, channel capacity, fading, and polarization diversity were analyzed.
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In principle, most channel types can be obtained by positioning the scatterers and using different object characteristics. However, it is important to find parameter sets that yield channel properties that correspond to real channel environments. Here, measurements are needed and it is an ongoing work to determine parameter values which match reality. An interesting method of doing that is Matched Field Processing (MFP), which has been employed for estimation of physical channel parameters in CDMA systems [AG00].

One important contribution of the proposed physical model is that it provides physical insight, which is especially interesting in the less measured and understood MIMO systems. It also provides the possibility of evaluating the potential of different polarization schemes, such as dual-polarized antennas and sixth-fold polarization diversity that recently was proposed [AMd01]. The proposed model also appears suitable for wideband analysis [LP00] and for evaluating channel prediction schemes [DHHH00]. Other applications where the time evolution of the channel is important is transmit diversity schemes with feedback [NLTW98]. Thus, the proposed channel model has many interesting applications. The framework of this report has already been used to analyze the impact of several different antenna configurations [Sva00a, Sva00b, Sva00c, SR01, WS01].

9A Scattering by a Sphere

Expressions of $\vec{\alpha}$, that were introduced in Section 9.2, for scattering of a plane wave by a sphere will be presented in this appendix. Consider a sphere of radius $a$ located at the origin, see Figure 9.3. A uniform plane wave polarized in the $\vec{x}$ direction traveling along the $\vec{z}$ axis is incident upon the sphere. The incident electric field can be written as

$$\vec{E}^i = \vec{x}E_0 e^{-jkz}, \quad (9A.1)$$

where $k$ denotes the wave number. For objects with a geometry coinciding with a coordinate system, the scattered field can be found using modal techniques. In the case of a sphere, the incident plane wave is expressed in spherical wave functions. The scattered field is expressed in similar functions and the fields are then matched at the surface of the sphere using boundary conditions. The scattered field at a point $(r, \theta_s, \phi_s)$ that is sufficiently far from the sphere, i.e. the far-field expressions, then becomes

$$\vec{E}^s(r, \theta_s, \phi_s) = E_0 \frac{e^{-jkr}}{r} \left[ \tilde{\theta}E^s_\theta + \tilde{\phi}E^s_\phi \right], \quad (9A.2)$$
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where

\[ E_\theta^s = \frac{j \cos(\phi_s)}{k} \sum_{n=1}^{\infty} j^n \frac{2n+1}{n(n+1)} [a_n u_1(\theta_s) - b_n u_2(\theta_s)] \quad (9A.3) \]

\[ E_\phi^s = \frac{j \sin(\phi_s)}{k} \sum_{n=1}^{\infty} j^n \frac{2n+1}{n(n+1)} [a_n u_2(\theta_s) - b_n u_1(\theta_s)]. \quad (9A.4) \]

Here, \( u_1(\theta_s) = \sin \theta_s P_n^{1r}(\cos \theta_s) \) and \( u_2(\theta_s) = \frac{P_n^{1l}(\cos \theta_s)}{\sin \theta_s} \), where \( P_n^m \) is the associated Legendre function \([Bal89]\) and the prime denotes differentiation with regards to the function argument. The coefficients \( a_n \) and \( b_n \) depend on the electrical size of the sphere \( s = ka \) and \( s_1 = k_1a \). It should also be noted that \( k_1 \) is the wave number for the sphere and \( k \) for the surrounding medium. Thus, the dielectric properties of the sphere enter the expressions through the wave number. Assuming that the permeability of the sphere is the same as the surrounding medium, i.e. \( \mu_1 = \mu \). The coefficients can then be written as \([Bal89, BSea87, KCH71]\)

\[ a_n = -\frac{k^2 j_n(s)[s_1 j_n(s_1)']['-k^2 j_n(s_1)[s j_n(s)][']}{k^2 h_n^2(s)[s_1 j_n(s_1)]['-k^2 j_n(s_1)[s j_n(s)][']}, \quad (9A.5) \]

\[ b_n = -\frac{j_n(s)[s_1 j_n(s_1)]['-j_n(s_1)[s j_n(s)][']}{h_n^2(s)[s_1 j_n(s_1)]['-j_n(s_1)[s j_n(s)][']}, \quad (9A.6) \]

where \( j_n(x) \) is the spherical Bessel function \([Bal89]\) of order \( n \), \( h_n^2(x) \) is the spherical Hankel function of the second kind \([Bal89]\) of order \( n \), and the prime denotes differentiation with regards to the function argument.

At the time these solutions were derived, evaluation of the expressions was almost impossible. However, with access to a computer the above expressions are readily evaluated. Furthermore, only a few terms of the sum need to be included to achieve the accuracy needed in this application. To obtain more accurate values, a rule of thumb of how many terms that should be evaluated is \([Wis80]\)

\[ n_c = s + 4.05s^{1/3} + 2. \quad (9A.7) \]

The solution given in (9A.2)-(9A.6) is the general solution valid for all frequencies, where the special case of a perfectly conducting sphere is also included by choosing a complex value for the dielectric constant. However, the solution is based on a \( \vec{x} \) oriented field incident along the \( \vec{z} \) axis. These conditions will rarely be fulfilled in the channel model derived in Section 9.2, since the same coordinate system is used for all scatterers. By employing a local coordinate system for each object, the above solution can be applied. Thus, a coordinate transformation is necessary where the local coordinate system should be oriented such a way that \( \vec{x}' \) coincides with the direction of \( \vec{g}_l \) and that \( \vec{z}' \) coincides with the direction of \( \vec{r}_{ms} \). The final basis vector
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is then obtained as \( \mathbf{y}' = \mathbf{z}' \times \mathbf{x}' \), where \( \times \) denotes the vector cross product \([\text{Bal89}]\). The transformation from local to global coordinates becomes

\[
T_{lg} = \begin{bmatrix}
\mathbf{g}_t & \mathbf{r}_{ms} \times \mathbf{g}_t & \mathbf{r}_{ms} \\
|\mathbf{g}_t| & |\mathbf{r}_{ms}| & |\mathbf{r}_{ms}|
\end{bmatrix},
\]

(9A.8)

The scattering angles \((\theta_s, \phi_s)\) are easily found from the scattering direction expressed in local coordinates as \( \mathbf{r}'_{sb} = T_{lg}^{-1} \mathbf{r}_{sb} \). Unfortunately, the scattered field is also expressed in local coordinates. To get the scattered field back into the global coordinate system, the vectors \( \mathbf{\theta}' \) and \( \mathbf{\phi}' \) in (9A.2) need to be transformed to the global rectangular coordinate system. Combining these steps, the scattering parameter \( \hat{\alpha} \) can finally be written as

\[
\hat{\alpha} = T_{lg} T_{sr} \mathbf{\theta}' E_S^\theta + T_{lg} T_{sr} \mathbf{\phi}' E_S^\phi,
\]

(9A.9)

where \( T_{sr} \) denotes the transformation from spherical to rectangular coordinates \([\text{Bal89}]\), \( E_S^\theta \) is given in (9A.3), and \( E_S^\phi \) is given in (9A.4). Thus, \( \hat{\alpha} \) depends on \( \mathbf{r}_{ms}, \mathbf{r}_{sb}, \) and \( \mathbf{g}_t \) as well as on the size and the electric properties of the sphere.

9B Scattering by a Finite Cylinder

Expressions of \( \hat{\alpha} \), that were introduced in Section 9.2, for scattering of a plane wave by a cylinder will be presented in this appendix. Consider a uniform plane wave incident obliquely upon the cylinder, see Figure 9.6. The incident electric field can be written as

\[
\mathbf{E}_i = E_0 e^{jk(z \cos \theta_i - x \sin \theta_i)} \hat{e}_z = E_0 e^{jk(z \cos \theta_i - x \sin \theta_i)} \left[ \alpha^{TM} (\hat{x} \cos \theta_i + \hat{z} \sin \theta_i) + \alpha^{TE} \hat{y} \right],
\]

(9B.1)

where the incident field has been separated in a Transverse Magnetic (TM) and Transverse Electric (TE) part. That is, one part where the electric field is perpendicular to \( \hat{z} \) (TE) and one part where the magnetic field is perpendicular to \( \hat{z} \) (TM). The reason for this is that the solution will be different for the TE and TM parts. The scattered field is found in a manner similar to the sphere case using modal techniques. However, in this case the plane wave is expressed in cylindrical functions. An exact solution is unfortunately only available for an infinite cylinder \([\text{Wai55}]\). Approximate solutions exist \([\text{Bal89, Ruc70}]\) that employ concepts from PO, and thus give good results for scattering directions close to specular reflection. However, for this application of channel modeling, the accuracy is acceptable. Using
where those approximations for the finite cylinder along with the original solutions then gives the far-field expressions for the scattered field in a point \((r, \theta_s, \phi_s)\), see Figure 9.6, as

\[
\vec{E}^s(r, \theta_s, \phi_s) = E_0 \frac{e^{-jkr}}{r} \left[ \vec{\theta} E^s_\theta + \vec{\phi} E^s_\phi \right],
\]

(9B.2)

where

\[
E^s_\theta = \frac{j l \sin U}{\pi U \sqrt{\sin \theta_i}} \sum_{n=-\infty}^{\infty} \left( \alpha^T E f_{2,n} - \alpha^T M f_{1,n} \right) e^{j n \phi},
\]

(9B.3)

\[
E^s_\phi = \frac{j l \sin U}{\pi U \sqrt{\sin \theta_i}} \sum_{n=-\infty}^{\infty} \left( \alpha^T E f_{1,n} + \alpha^T M f_{2,n} \right) e^{j n \phi},
\]

(9B.4)

where \(U = \frac{kl}{2} (\cos \theta_i + \cos \theta_s)\) and \(l\) is the length of the cylinder. The coefficients \(f_{1,n}\) and \(f_{2,n}\) are defined as

\[
f_{1,n} = -\frac{J_n(v)}{H_n^{(2)}(v)} - \frac{2j}{v^2} \frac{H_n^{(2)}(v)}{H_n^{(2)}(u)} \frac{K J_n(u)}{u J_n(u)}
\]

\[
f_{2,n} = -\frac{2}{\pi v^2} \left( \frac{1}{u^2} - \frac{1}{v^2} \right) n \cos \theta_i, \quad (9B.5)
\]

where

\[
D = \left[ \frac{H_n^{(2)}(v)}{v H_n^{(2)}(u)} - \frac{K J_n(u)}{u J_n(u)} \right] \left[ \frac{H_n^{(2)}(v)}{v H_n^{(2)}(v)} - \frac{N J_n(u)}{K J_n(u)} \right]
\]

\[\quad - \left[ \frac{1}{u^2} - \frac{1}{v^2} \right] n^2 \cos^2 \theta_i \quad (9B.6)
\]

and \(K = \mu_1/\mu, \quad v = k a \sin \theta_i, \quad u = \sqrt{k_1^2 - k_2^2 \cos^2 \theta_i a}, \quad \text{and} \quad N = k_1^2/k_2^2\). Also, the cylindrical Bessel function [Bal89] of order \(n\) is denoted \(J_n(x)\) and the Hankel function of the second kind [Bal89] of order \(n\) is denoted \(H_n^{(2)}\). The prime denotes differentiation with regards to the function argument. The rule of thumb given in (9A.7) for spheres can be applied also here.

Similar to the sphere analysis, a coordinate transformation is needed in order to apply the above results in the channel model in Section 9.2. In this case, the \(\vec{z}\) axis of the local coordinate system should coincide with the cylinder axis \(\vec{r}_{cyl}\). Also, the field should be incident along the \(\vec{x}\) axis (see Figure 9.6). This is ensured by choosing \(\vec{x}' = \vec{r}_{ms} - (\vec{r}_{ms} \cdot \vec{r}_{cyl}) \vec{r}_{cyl}\). Thus, the transformation from local to global coordinates can be expressed as

\[
T_{lg} = \begin{bmatrix}
\vec{r}_{ms} - (\vec{r}_{ms} \cdot \vec{r}_{cyl}) \vec{r}_{cyl} \\
\vec{r}_{cyl} \times (\vec{r}_{ms} - (\vec{r}_{ms} \cdot \vec{r}_{cyl}) \vec{r}_{cyl}) \\
\vec{r}_{cyl} \times (\vec{r}_{ms} - (\vec{r}_{ms} \cdot \vec{r}_{cyl}) \vec{r}_{cyl}) \\
\end{bmatrix}, \quad (9B.7)
\]
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Using $T_{lg}$ the incident field in local coordinates is easily found as $\vec{E}^i = T_{lg}^{-1} \vec{E}_i$, from which the TE and TM parts of the field ($\alpha_{TE}, \alpha_{TM}$) are calculated. Furthermore, the angles $\theta'_i$ and $\theta'_s$ are obtained from the transformed vectors $\vec{r}'_{ms} = T^{-1} \vec{r}_{ms}$ and $\vec{r}'_{sb} = T^{-1} \vec{r}_{sb}$.

Finally, the scattering parameter $\alpha$ can be written as

$$\vec{\alpha} = T_{lg} T_{sr} \vec{\theta} E^S_{\theta} + T_{lg} T_{sr} \vec{\phi} E^S_{\phi},$$

(9B.8)

where $T_{sr}$ denotes the transformation from spherical to rectangular coordinates [Bal89], $E^S_{\theta}$ is given in (9B.3), and $E^S_{\phi}$ is given in (9B.4). Note that the scattering parameter for the cylinder is related to the RCS in the same manner as for the sphere, see (9.14).
A novel way of exploiting higher modes of antennas as diversity branches in MIMO systems is introduced. Essentially, antennas employing multiple modes offer characteristics similar to an antenna array, through multiple modes and using only a single element. Analytical expressions for the correlation between different modes in a realistic environment is presented for a biconical and a circular microstrip antenna that employs higher order modes. It is found that the correlation is low enough to yield a diversity gain. Furthermore, the channel capacity of a MIMO system using a multimode antenna, i.e. an antenna employing multiple modes, is found to be comparable with the capacity of an array. Since only one element is needed, the multimode antenna offers several advantages over traditional arrays, and is an interesting antenna solution for future high capacity MIMO systems.

10.1 Introduction

The outstanding growth of wireless communication during the last years has resulted in an enormous demand for higher data rates. Recently, it has been proposed to use multiple antennas, i.e. arrays, at both the transmitter and the receiver to substantially increase the attainable data rate, i.e. the channel capacity. Impressive capacity gains using these MIMO systems have been shown for rich scattering environments, both theoretically and experimentally [FG98, LP00, WFGV98].

Unfortunately, several practical aspects pose problems for achieving the
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predicted high data rates. Introducing antenna arrays at both the transmitter and receiver will undoubtedly increase the cost of producing the terminals, since it is expensive to manufacture, calibrate, and maintain antenna arrays with several elements. Furthermore, fitting several elements onto a small hand-set introduces several new and interesting challenges in antenna design. Practical problems with the feed and size requirements need to be overcome, while still providing an aesthetically pleasing design. Hence, the deployment of MIMO systems introduces several new challenges in antenna design that also encourages the development of new antenna solutions.

An interesting antenna solution, which appears well suited for MIMO systems is the multimode antenna. In a sense, the multimode antenna offers characteristics similar to those of an antenna array through multiple modes, but using only a single antenna element. Therefore, this type of antenna appears to be an interesting candidate for MIMO systems that are thought to operate in environments where employing many antenna elements may pose several problems related to size requirements, low cost implementations, mutual coupling, and design issues.

Employing the higher order modes of antennas has not received much attention in the literature. In [Vau88], a circular microstrip antenna employing higher order modes, was designed based on an element figure of merit that was introduced in [Vau86]. Recently, a modified biconical antenna that employs several modes to form directional beams was introduced in [DW98, ZHM+00]. The microstrip and biconical elements appear to be the only antennas that have been used to excite multiple modes in the context of beamforming and diversity. Hence, these antennas will be used in this chapter to examine the channel capacity using an antenna employing multiple modes, i.e. a multimode antenna, in a realistic propagation environment.

The correlation between the signals received by different modes will also be calculated since this is one of the most important properties when using several antennas for diversity or as a part of a MIMO system. If the received signals exhibit low correlation, it is likely that at least one mode or antenna yields a strong signal, while others may experience a deep fade. By properly combining the received signals from the different modes or antennas, a higher average SNR can be achieved. The correlation properties also essentially determine the success of MIMO systems, since these need several independent transmission paths to be able to support the desired high data rates. Hence, the correlation properties of multimode antennas will be studied and an analytical expression of the modal correlation will be derived. Based on the insight of the correlation analysis, the channel capacity of a MIMO system employing multimode antennas is then calculated in a typical channel scenario using a spatial channel model. First, however, the concept
of higher order modes will be introduced, and the properties of two antennas employing higher order modes will be briefly reviewed.

10.2 Multimode Antennas

A multimode antenna is an antenna where several modes are excited separately on the same antenna structure. The concept of modes is well known in the antenna community, but relatively unknown in the communications and signal processing communities. Essentially, different modes in electromagnetics represent different solutions to Maxwell’s equations that fulfill the boundary conditions for the geometry at hand. In fact, it is possible to excite several modes at the same temporal frequency on one antenna structure separately, and regard these as separate antenna ports. Here, two different antenna structures, namely the biconical and microstrip, will be briefly described. These structures are then used in the following sections, where the correlation properties and the channel capacity of the resulting channel are studied.

10.2.1 Multimode Biconical Antenna

Many different types of antenna elements support excitation of several modes, but recently a multimode antenna based on a biconical element was proposed in [DW98]. A biconical antenna consists of two conical horns facing opposite directions as illustrated in Figure 10.1. Here, \( \alpha \) denotes the flare angle and \( l \) the length of the horn. Note that the flare angle of the upper and lower cones are identical, i.e. the antenna is symmetric.

In the traditional analysis of the biconical antenna, a coaxial waveguide is used to excite the antenna. By enlarging the diameter of the coaxial feed, more solutions or modes are possible. The enlargement of the coaxial waveguide allows for higher order circular modes in the feed. These circular waves are then transformed into spherical waves that propagate on the biconical structure, that in turn radiates a field. It is important to note here that it is possible to design the overmoded coaxial feed in such a way that no modal coupling between modes occurs [DW98]. The radiated far-field from the higher order modes was in [DW98] found to be angularly dependent. This will show to be the key to achieve diversity by using multimode antennas.

The expressions for the transmitted far-field is derived by integrating the fields of an infinite biconical transmission line over the biconical aperture [Bal89, Dem98]. The far-field expression for mode \( m \) can be written [DW98,
where $k$ denotes the wave number $\frac{2\pi}{\lambda} = \frac{\omega}{\sqrt{\mu\epsilon}}$, where $\lambda$ is the wavelength. The symbols $\epsilon$ and $\mu$ denote the dielectric constant and the permeability of the medium respectively.

10.2.2 Multimode Circular Microstrip Antenna

There is a large volume of literature devoted to microstrip antennas. Nearly all of the literature deal with the fundamental mode. However, [Der79, Sva00h] as

$$\vec{E}_m = \vec{\theta} \frac{e^{-jkr}}{r} G_m(\theta, \phi, l, \alpha), \quad (10.1)$$

where $k$ denotes the wave number, $r$ the radial distance from the antenna, and $G_m(\theta, \phi, l, \alpha)$ denotes the element pattern of mode $m$. Note that the fields of the different modes are simply the solutions of Maxwell’s equations that fulfill the boundary conditions of the biconical structure for specific values of $l$ and $\alpha$. The full expression for $G_m(\theta, \phi, l, \alpha)$ is quite complicated and is given in Appendix 10A. However, the azimuthal dependency of the radiation pattern is easily factored out as

$$G_m(\theta, \phi, l, \alpha) = \cos m\phi G'_m(\theta, l, \alpha), \quad (10.2)$$

where $G'_m(\theta, l, \alpha)$ is the remaining azimuth independent term of the radiation pattern.
How75, Hua84, LSR79] allude to some higher order modes. Furthermore, in [Vau88] a two-port higher order mode circular microstrip antenna, based on a figure of merit calculation [Vau86], is proposed.

An illustration of a circular microstrip antenna is shown in Figure 10.2, where $a$ denotes the radius and $h$ denotes the thickness. The upper circular conductor (shaded dark-gray) is separated from the underlying ground plane by a dielectric substrate (shaded light-gray). The main principle behind the antenna is that the upper conductor and the ground plane together form a circular slot that radiates. Typically, this type of antenna is excited using a co-axial feed or a microstrip feed. Details regarding the design of microstrip antennas can be found in antenna textbooks. Here, only a simple model for the radiation of this type of antenna is needed. For the purposes of this paper, an adequate model of the radiation of mode $m$ is to view the antenna as a magnetic ring current with an edge voltage $V_m = V_m^0 \cos m\phi$ [Der79, JHW81, Vau88]. Using this simple model, the radiated far-field may be written as

$$
\vec{E}_m = \frac{e^{-jkr}}{r} E_{m,\theta} \hat{\theta} + E_{m,\phi} \hat{\phi},
$$

(10.3)
where

\[
E_{m,\theta} = \frac{j^{m} V_0 ka}{2} \cdot (J_{m+1}(ka \sin \theta) - J_{m-1}(ka \sin \theta)) \cdot \cos m\phi
\]

\[
E_{m,\phi} = \frac{j^{m} V_0 ka}{2} \cdot (J_{m+1}(ka \sin \theta) + J_{m-1}(ka \sin \theta)) \cdot \cos \theta \sin m\phi .
\]

Here, \(J_n(x)\) denotes the Bessel function of the first kind and of order \(n\). More involved models and more accurate solutions can be found in antenna textbooks. For the purposes here, the above solution is sufficient. Interestingly, it is found that the expressions for the multimode microstrip antenna are very similar to those of the multimode biconical antenna. If only the horizontal plane \((\theta = 90^\circ)\) is considered, the \(\phi\) component of the field vanishes, and only a \(\theta\) component remains. Thus, the far-field expression of the biconical antenna in (10.1) is also valid for the microstrip antenna. In fact, the \(\phi\) dependency of the microstrip antenna reduces to \(\cos m\phi\), so also the expression for the radiation pattern of the bicone in (10.2) is applicable. The same analysis regarding correlation and capacity is thereby valid for both the biconical and the microstrip antennas with higher order modes. In the following, both of these antennas will be referred to as a multimode antenna.

In a multipath scenario, the radiation patterns of (10.2) for the different modes are different enough to yield significantly different received signals. For example, one mode may be in a deep fade while the others still receive a strong signal. Thus, the signals received by the different modes may be combined to increase the average SNR, i.e. yield a diversity gain. However, the potential diversity gain of employing a multimode antenna depends strongly on the correlation between the different modes. Hence, an expression for the correlation between different modes will be derived in the next section for a typical channel scenario encountered in practice.

### 10.3 Modal Correlation

The correlation between the different modes ultimately determines the diversity gain, but also the potential increase in capacity that can be achieved by employing the multimode antenna as a MIMO receiver. Therefore, an expression for the correlation between two modes will be derived and examined in different channel scenarios. The correlation between signals received by two spatially separated antennas has been investigated in numerous works, but the modal correlation has not been treated in any detail.

The level of correlation depends on the angular distribution of the received power, i.e. the Power Azimuth Spectrum (PAS). Several different
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PAS models have been proposed in the literature. However, recent measurement campaigns have shown that for both urban and rural areas, a Laplacian distribution offers the best fit [PMF98]. Therefore, the modal correlation calculations will use a truncated Laplacian model of the PAS \( P(\phi) \)

\[
P(\phi) = ce^{-\sqrt{2\frac{|\phi-\bar{\phi}|}{\sigma_\phi}}} \quad \phi \in [-\pi, \pi),
\]

(10.5)

where the value of the constant \( c \) is chosen so as to get a probability weight of one, i.e. \( \int_{-\pi}^{\pi} P(\phi)d\phi = 1 \). Note that \( \bar{\phi} \) denotes the main azimuth direction, i.e. \( \bar{\phi} = \int_{-\pi}^{\pi} \phi P(\phi)d\phi \) and that the parameter \( \sigma_\phi \) controls the angular spread.

The received signals by mode \( m \) and \( n \), assuming \( L \) multipaths, can be written as

\[
s_m = \sum_{l=1}^{L} \alpha_l e^{j\beta_l} \cos(m\phi_l)
\]

(10.6)

\[
s_n = \sum_{l=1}^{L} \alpha_l e^{j\beta_l} \cos(n\phi_l),
\]

(10.7)

where \( \alpha_l \) is a random scattering amplitude and \( \beta_l \) is a random phase of path \( l \). It is further assumed that the phase is uniformly distributed \( \beta \in U[-\pi, \pi) \) and that both \( \beta \) and \( \phi \) are independent stochastic quantities. Here, it is also assumed that \( \alpha \) and \( \beta \) are independent.

Now, an approximative expression for the envelope correlation \( \rho_e(m, n) \) between the signals \( s_m \) and \( s_n \) can be obtained from the correlation coefficient \( \rho_{mn} \) as \( \rho_e(m, n) \approx |\rho_{mn}|^2 \) [PS60]. Tedious, but straightforward, calculations then give the envelope correlation coefficient \( \rho_e(m, n) \) as

\[
\rho_e(m, n) \approx |\rho_{mn}|^2 = \frac{|E[s_m s_n^*]|^2}{E[|s_m|^2]E[|s_n|^2]} = \frac{\kappa^2(m, n)}{\kappa(m, m)\kappa(n, n)},
\]

(10.8)

where

\[
\kappa(m, n) = \frac{\sqrt{2}\sigma_\phi \cos(m-n)\bar{\phi}}{2 + \sigma_\phi^2(m-n)^2} + \frac{\sqrt{2}\sigma_\phi \cos(m+n)\bar{\phi}}{2 + \sigma_\phi^2(m+n)^2} - \sqrt{2}\sigma_\phi e^{-\frac{\pi}{\sigma_\phi}} \left( e^{\frac{\pi}{\sigma_\phi}} + e^{-\frac{\pi}{\sigma_\phi}} \right) \left[ \frac{(-1)^{m-n}}{2 + \sigma_\phi^2(m-n)^2} + \frac{(-1)^{m+n}}{2 + \sigma_\phi^2(m+n)^2} \right].
\]

(10.9)

The full derivation of the envelope correlation coefficient is given in Appendix 10B. In Figure 10.3, the envelope correlation between two modal combinations \((1, 2)\) and \((2, 5)\) is evaluated for different azimuth angles \( \bar{\phi} \), and compared to the correlation between two spatially separated antennas [PMF98]. Note that the azimuth spread in this comparison is 20°, which
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Figure 10.3: The envelope correlation of two spatially separated elements and two modal correlations \( \rho_e(1, 2) \) and \( \rho_e(2, 5) \) versus main azimuth \( \tilde{\phi} \) with an angular spread \( \sigma_\phi \) of 20°.

could constitute a dense urban environment [PMF98]. The correlation between modes (1, 2) is quite high, but the correlation between (2, 5) is well below 0.7, that usually is taken as a rule of thumb limit for obtaining “uncorrelated” channels [PS60]. Hence, the modal correlation is low enough to give a diversity gain [Sva00h], and thereby also has the potential of increasing the channel capacity. Since the correlation is strongly dependent on the main azimuth angle, a natural performance measure is therefore to calculate the correlation averaged over azimuth. The average correlation between the modes from the scenario in Figure 10.3 becomes in matrix form

\[
\tilde{\mathbf{R}} = \begin{bmatrix}
1.00 & 0.73 & 0.54 & 0.36 & 0.23 \\
0.73 & 1.00 & 0.37 & 0.45 & 0.22 \\
0.54 & 0.37 & 1.00 & 0.46 & 0.27 \\
0.36 & 0.45 & 0.46 & 1.00 & 0.45 \\
0.23 & 0.22 & 0.27 & 0.45 & 1.00
\end{bmatrix}
\]  

(10.10)

Most of the modal correlations are below 0.7, and thus can contribute to a diversity and capacity gain. In fact, the two correlations shown in Figure 10.3, correspond to the highest and lowest modal correlations.

How the modal correlation depends on the azimuth spread is shown in Figure 10.4, where again the highest and lowest modal correlations are shown.
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10.4 Multimode Channel Capacity

Recently, a number of researchers have pointed out the remarkable channel capacity gains available using multi-element antennas at both the transmitter and receiver. Typically, the analysis of these systems, often called Multi-Input Multi-Output (MIMO) systems, have used the rather ideal assumptions of independently fading channels and no mutual coupling. Correlated fading at the antenna elements could pose a serious problem, typically at the mobile hand-set where the elements are closely spaced. Thus, the multimode...
antenna appears to be suitable for this type of application, since only a single antenna element is needed and there is no coupling between modes.

The instantaneous channel capacity of a MIMO channel $H$ can be written as [FG98]

$$C = \log_2 \det \left[ I + \frac{\xi}{N}HH^H \right], \quad (10.11)$$

where $\xi/N$ denotes the SNR at each receive antenna. Note that the channel matrix $H$ is $M \times N$, where $M, N$ denotes the number of antenna elements at the receiver and transmitter, respectively. Furthermore, the element $H_{ij}$ represents the complex path gain from transmitter $j$ to receiver $i$. A simple, yet detailed, channel model that includes the spatial dimension is to place a circular disc of uniformly distributed scatterers around the mobile. Although the full model presented in Chapter 9 can be applied also here, the polarization properties and the attenuation of the waves are not important in this application. Thus, a reduced version that still includes the radiation patterns of the antennas is better suited for this channel scenario. Hence, the following model can be used

$$H_{ij} = \sum_{l=1}^{L} \alpha_l e^{j(kr_{tlj}+r_{slr_i})} g_{t_j}(\phi^T_l)g_{r_i}(\phi^R_l), \quad (10.12)$$

where the number of scatterers is denoted $L$, and $\alpha_l$ is a complex gaussian distributed reflection coefficient with zero mean and unit variance. Furthermore, $r_{tlj}$ and $r_{slr_i}$ denote the distances from mobile antenna $j$ to scatterer $l$ and from scatterer $l$ to base antenna $i$ respectively. Finally, $g_{t_j}(\phi^T_l)$ and $g_{r_i}(\phi^R_l)$ denote the radiation patterns of the antennas. The channel is normalized in the sense that $||H||_2 = 1$. It should be noted that the normalization of the channel (or SNR) removes the signal strength and focuses on the richness of the scattering. In practice, both will of course affect the capacity. In fact, it has been found in [MBKF00] that a high capacity is still obtained in LOS scenarios with high correlations due to a high SNR value.

With the above channel model, the channel capacity is a random value, and in Figure 10.5, the Complementary Cumulative Distribution Function (CCDF) of the capacity for a scenario with $L = 20$ scatterers and $\xi/N = 10$dB is shown. The capacity is calculated when a multimode antenna is used at the mobile station (MS), and when a multimode antenna is used at both the MS and the base station (BS). These capacity figures are then compared to the corresponding figures when using an array at both MS and BS. To simplify the comparison, the calculations are performed for an equal number of antenna ports at the MS and BS, $M = N = 4$. Also included in the comparison is the capacity for an independently fading identically distributed
Figure 10.5: The CCDF of $C$ with $M = N = 4$ for an array at both MS and BS, multimode at MS, multimode at both MS and BS, and independent Rayleigh channel. For the array, the element separation is $d_{bs} = 2\lambda$ and $d_{ms} = 0.5\lambda$. The scatterers are distributed on a disc of radius $R = 35\lambda$, the MS-BS distance is $D = 50\lambda$, and $\phi = 45^\circ$.

Rayleigh channel [FG98]. For the array, the element separation is $d_{bs} = 2\lambda$ at the BS and $d_{ms} = 0.5\lambda$ at the MS. Furthermore, the radius of the scatter disc is $R = 35\lambda$, the distance between the MS and BS is $D = 50\lambda$, and the main azimuth towards to mobile is $\phi = 45^\circ$. The scattering environment is rich enough in order for the array to be close to the theoretical curve. Using a multimode antenna at the mobile results in only a slightly lower capacity. Using a multimode antenna also at the BS results in lower capacity, since seen from the BS, the angular spread is much lower than at the MS. A lower angular spread gives a lower capacity, since it will result in a higher correlation, see Figure 10.4.

The correlation between the different modes also strongly depends on the main azimuth angle, as found in Figure 10.3. How the capacity depends on the main azimuth is shown in Figure 10.6. The dependency is found to be much less pronounced than in the correlation study. Note that in Figure 10.6, the capacity obtained at 90% of the time (i.e. 10% outage) is shown. The antenna array of course performs worse at $\phi = 90^\circ$ (end-fire), but the differences are in general small. Thus, the capacity is similar for most azimuth orientations for both the array and the multimode antenna.
The capacity with 10% outage versus the radius of the scatter disc is shown in Figure 10.7. A richer scattering environment is obtained with increased radius, and thus the capacity increases as expected. This is in agreement with Figure 10.4, where it was found that the correlation decreases with increased azimuth spread. The increase in capacity is smaller for the multimode antenna than for the array, but the differences in capacity are not large. If the number of scatterers is increased to a large value, the capacity of the array attains the capacity of the Rayleigh channel, while the multimode antenna does not. However, here it is important to note that only one antenna element is used for the multimode receiver, while the antenna array employs four elements.

10.5 Conclusions

A novel way of exploiting diversity by employing the higher order modes of antennas was introduced. Two different types of multimode antennas were studied, namely a biconical and a circular microstrip antenna. Essentially, multimode antennas offer characteristics similar to an antenna array through multiple modes using just a single element. An analytical expression for the correlation between different modes in a realistic environment was presented, and it was found that the correlation is low enough to yield a diversity gain.
Furthermore, the channel capacity of a MIMO system employing multiple antennas or modes at the MS and BS was simulated using a spatial channel model.

Surprisingly, it was found that the multimode antenna offers capacity gains similar to that of the array antenna for realistic MIMO scattering environments. Since the multimode antenna only requires a single antenna element, it avoids some of the problems of an array such as calibration problems and mutual coupling. Furthermore, the fact that only a single antenna structure is needed, a compact antenna can be obtained that also provides new possibilities in designing aesthetically pleasing antennas. One benefit of the biconical antenna is that it can be manufactured at very low cost, since it contains no expensive parts or materials [DW98]. However, the microstrip antenna may be more interesting when considering mobile hand-set implementations, due to its shape and “paste on” features. Thus, employing multimode antennas is an interesting antenna solution for future high capacity MIMO systems that offers several advantages over traditional arrays.

The concept of multimode antennas does not end with the antenna shapes considered here. In principle, most antennas can support higher order modes. Hence, it is an interesting antenna design topic to find and evaluate other structures with perhaps better characteristics than the microstrip and biconical antenna. More work on the antenna design is needed to find suitable
positions of the feeds, appropriate dimensions, and a matching network that minimizes the losses in the antenna. It is also important to note that in this chapter, only the potential of exploiting the individual modes are examined. Many other possibilities exists. For instance, a combination of spatial, modal, and polarization diversity is an interesting alternative that may offer very good performance. Furthermore, only the possibility of using the individual modes as diversity branches was studied in this chapter. It is also possible to use several modes to form narrow beams, that each could be used as a diversity branch. In that approach as well as the approach analyzed in this chapter, the diversity is based on the fact that the different signals are obtained through different radiation patterns. Hence, these diversity schemes are often called pattern or angular diversity, which for example has been studied in [Vau98], where the necessary beam separation of multibeam antennas in a uniformly distributed PAS has been treated. Thus, there are many interesting possibilities of using higher order modes of antennas in future high capacity MIMO systems.

10A Radiation Pattern of Biconical Antenna

The element pattern for the TEM mode can be written as [Dem98]

\[ G_{TEM}(\theta, l, \alpha) = \frac{j \omega \mu I_0 l}{4 \sqrt{\pi \ln \cot \frac{\alpha}{2}}} \cdot \int_\theta' \left[ (u_1 + 1)j J_1(klu_2) + u_2J_0(klu_2) \right] e^{jklu_1}d\theta', \quad (10A.1) \]

where \( I_0 \) is the input current, \( u_1 = \cos \theta \cos \theta' \), \( u_2 = \sin \theta \sin \theta' \), and \( J_k \) denotes the cylindrical Bessel function of order \( k \) [AS70, Bal89]. Note that the expression is independent of \( \phi \).

The element pattern for the \( TE_{mn} \) mode can be written as [Dem98]

\[ G_{TE}(\theta, \phi, l, \alpha) = \cos m\phi \ G'_{TE}(\theta, l, \alpha), \quad (10A.2) \]
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where

$$G'_{TE}(\theta, l, \alpha) = \frac{-j\omega \mu I_0 l j^{m-1} m}{2}.$$  (10A.3)

\[
\left[ \int_{0}^{\theta'} \left( \frac{(u_1 + 1)m}{klu_2} + j u_2 \right) L(\theta') e^{iklu_1} J_m(klu_2) d\theta' \right.
\]
\[
- \int_{\theta'}^{\theta} (u_1 + 1) L(\theta') e^{iklu_1} J_{m+1}(klu_2) d\theta'
\]
\[
+ \int_{\theta'}^{\theta} \frac{(\cos \theta' - \cos \theta)}{kl \sin \theta} \frac{\partial L(\theta')}{\partial \theta'} e^{iklu_1} J_m(klu_2) d\theta'
\]

and

$$L(\theta) = P_m^n(\cos \theta) \frac{\partial P_m^n(-\cos \phi)}{\partial \theta} - P_m^n(-\cos \theta) \frac{\partial P_m^n(\cos \phi)}{\partial \theta}. \quad (10A.4)$$

Here, $P_m^n(x)$ denotes the associated Legendre function of the first kind [AS70, Bal89]. The far-field expressions (10A.1)-(10A.3), although quite complicated, are easily evaluated numerically using a computer.

10B Correlation Analysis

The signals received by antenna 1 and 2, assuming $L$ multipaths, can be written as

$$s_1 = \sum_{l=1}^{L} \alpha_l e^{j\beta_l} g_1(\phi_l), \quad (10B.1)$$

$$s_2 = \sum_{l=1}^{L} \alpha_l e^{j\beta_l} e^{j\Delta} g_2(\phi_l), \quad (10B.2)$$

where $\alpha_l$ is a scattering amplitude and $\beta_l$ is a random phase of path $l$. Furthermore, $\Delta = \frac{2\pi d}{\lambda} \sin \phi_l$, where $d$ is the separation distance between the antennas and $\phi_l$ is the azimuth angle of arrival of path $l$. The radiation pattern of antenna $i$ for path $l$ is denoted $g_i(\phi_l)$ and the azimuth angle is measured relative to the normal of the array axis. Furthermore, the phase is assumed to be uniform $\beta \in U[-\pi, \pi]$, and both $\alpha$ and $\phi$ are stochastic quantities. It is also assumed that $\beta$ and $\phi$ are independent. Finally, it assumed that $\alpha$ and $\beta$ are independent. Using this formulation for the signals $s_1$ and $s_2$, both multimode and array antennas are included in the analysis.

Now, the envelope correlation $\rho_e$ between the signals $s_1$ and $s_2$ can be calculated, approximately, from the correlation coefficient $\rho_{12}$ as [PS60]

$$\rho_e \approx |\rho_{12}|^2. \quad (10B.3)$$
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Due to the independence assumption and that the phase is uniformly distributed, the mean values of the signals are zero, and thus the expression for the correlation coefficient becomes

\[ \rho_{12} = \frac{E[s_1 s_2^*]}{\sqrt{E[|s_1|^2]E[|s_2|^2]}}. \]  

(10B.4)

By introducing the real and imaginary part of the signals, \( s = x + jy \), the expression for the numerator can be written as

\[ E[s_1 s_2^*] = E[(x_1 + jy_1)(x_2 + jy_2)^*] = E[x_1 x_2] + E[y_1 y_2] + j(E[x_2 y_1] - E[x_1 y_2]). \]  

(10B.5)

Note that the expectation is taken over \( \alpha, \beta, \) and \( \phi \). The first term in (10B.5) can be written as

\[ E[x_1 x_2] = E\left[ \left( \sum_{l=1}^{L} \alpha_l \cos(\beta_l) g_1(\phi_l) \right) \times \left( \sum_{l=1}^{L} \alpha_l \cos(\beta_l + \Delta(\phi_l)) g_2(\phi_l) \right) \right] = LE \left[ E[\cos(\beta) \cos(\beta + \Delta(\phi))]|\phi| \alpha^2 g_1(\phi) g_2(\phi) \right]. \]  

(10B.6)

Since

\[ E[\cos(\beta) \cos(\beta + \Delta(\phi))]|\phi| = \frac{\cos \Delta}{2}, \]  

(10B.7)

the expression in (10B.6) becomes

\[ E[x_1 x_2] = \frac{L}{2} E \left[ E[\alpha^2 |\phi| \cos(\Delta) g_1(\phi) g_2(\phi)] \right] = \frac{L}{2} \int_{-\pi}^{\pi} \cos(\Delta) g_1(\phi) g_2(\phi) E[\alpha^2 |\phi|] p_\Phi(\phi) d\phi, \]  

(10B.8)

where \( p_\Phi(\phi) \) denotes the probability density function for the azimuth angle. However, this distribution is related to the PAS [Ped00] as

\[ P(\phi) = LE \left[ \alpha^2 |\phi| \right] p_\Phi(\phi). \]  

(10B.9)

Therefore,

\[ E[x_1 x_2] = \frac{1}{2} \int_{-\pi}^{\pi} \cos(\Delta) g_1(\phi) g_2(\phi) P(\phi) d\phi. \]  

(10B.10)

In a similar manner,

\[ E[y_1 y_2] = LE \left[ E[\sin(\beta) \sin(\beta + \Delta(\phi))]|\phi| \alpha^2 g_1(\phi) g_2(\phi) \right] = \frac{L}{2} E \left[ E[\alpha^2 |\phi| \cos(\Delta) g_1(\phi) g_2(\phi)] \right] = E[x_1 x_2], \]  

(10B.11)
since
\[ E[\sin(\beta) \sin(\beta + \Delta(\phi))|\phi] = \frac{\cos \Delta}{2}. \quad (10B.12) \]

Furthermore,
\[ E[x_2y_1] = LE \left[E[\sin(\beta + \Delta(\phi))|\phi] \alpha^2 g_1(\phi)g_2(\phi)\right] = \]
\[ = -\frac{L}{2} E \left[E[\alpha^2|\phi] \sin(\Delta)g_1(\phi)g_2(\phi)\right] = -\frac{1}{2} \int_{-\pi}^{\pi} \sin(\Delta)g_1(\phi)g_2(\phi)P(\phi)d\phi, \quad (10B.13) \]

since
\[ E[\sin(\beta + \Delta(\phi))|\phi] = -\frac{\sin \Delta}{2}. \quad (10B.14) \]

Also,
\[ E[x_1y_2] = LE \left[E[\cos(\beta + \Delta(\phi))|\phi] \alpha^2 g_1(\phi)g_2(\phi)\right] = \]
\[ = \frac{L}{2} E \left[E[\alpha^2|\phi] \sin(\Delta)g_1(\phi)g_2(\phi)\right] = -E[x_2y_1], \quad (10B.15) \]

since
\[ E[\cos(\beta + \Delta(\phi))|\phi] = \frac{\sin \Delta}{2}. \quad (10B.16) \]

Finally,
\[ E[|s_1|^2] = E[x_1^2 + y_1^2] = E\left[\left(\sum_{l=1}^{L} \alpha_l \cos(\beta_l)g_1(\phi_l)\right)^2 \times \right. \]
\[ \left. \left(\sum_{l=1}^{L} \alpha_l \sin(\beta_l + \Delta(\phi_l))g_1(\phi_l)\right)^2 \right] = \]
\[ = LE \left[\alpha^2 \cos^2 \beta g_1^2(\phi) + \alpha^2 \sin^2 \beta g_1^2(\phi)\right] = LE[\alpha^2 g_1^2(\phi)] \quad (10B.17) \]

and
\[ E[|s_2|^2] = LE[\alpha^2 g_2^2(\phi)]. \quad (10B.18) \]

Employing (10B.4), (10B.5), (10B.11), and (10B.15)-(10B.18), the correlation coefficient can be written as
\[ \rho_{12} = \frac{2E[x_1x_2] + 2jE[x_2y_1]}{\sqrt{L^2 E[\alpha^2 g_1^2(\phi)]E[\alpha^2 g_2^2(\phi)]}}, \quad (10B.19) \]

where \(E[x_1x_2]\) is given in (10B.10) and \(E[x_2y_1]\) is given in (10B.13). Finally, using (10B.3), the envelope correlation coefficient becomes
\[ \rho_e = \frac{\rho_{rr}^2 + \rho_{ri}^2}{\rho_{12}}, \quad (10B.20) \]
where
\[
\begin{align*}
\rho_{rr} &= \int_{-\pi}^{\pi} \cos \left( \frac{2\pi d}{\lambda} \sin \phi \right) g_1(\phi) g_2(\phi) P(\phi) d\phi \\
\rho_{ri} &= \int_{-\pi}^{\pi} \sin \left( \frac{2\pi d}{\lambda} \sin \phi \right) g_1(\phi) g_2(\phi) P(\phi) d\phi \\
\rho_{1,2} &= \int_{-\pi}^{\pi} g_{1,2}^2(\phi) P(\phi) d\phi
\end{align*}
\]

The expressions for the envelope correlation coefficient for the antenna array and the multimode antenna are now readily obtained by inserting the corresponding radiation functions and locations. Here, the correlation evaluations will be performed using a truncated Laplacian model of the PAS

\[ P(\phi) = ce^{-\sqrt{2|\phi-\bar{\phi}|}/\sigma_\phi} \quad \phi \in [-\pi, \pi), \]

where the value of the constant \( c \) is chosen so as to get a probability weight of one, i.e. \( \int_{-\pi}^{\pi} P(\phi) d\phi = 1 \). Note that \( \bar{\phi} \) denotes the main azimuth direction, i.e. \( \bar{\phi} = \int_{-\pi}^{\pi} \phi P(\phi) d\phi \) and that the parameter \( \sigma_\phi \) controls the angular spread. The Laplacian PAS has been experimentally verified in several measurement campaigns [PMF98].

**Spatial correlation:** The Antenna Array  Assuming omnidirectional elements, i.e. \( g_1(\phi) = g_2(\phi) = 1 \) results in the following expressions

\[
\begin{align*}
\rho_e &= \rho_{rr}^2 + \rho_{ri}^2 \\
\rho_{rr} &= \int_{-\pi}^{\pi} \cos \left( \frac{2\pi d}{\lambda} \sin \phi \right) e^{-\sqrt{2|\phi-\bar{\phi}|}/\sigma_\phi} d\phi \\
\rho_{ri} &= \int_{-\pi}^{\pi} \sin \left( \frac{2\pi d}{\lambda} \sin \phi \right) e^{-\sqrt{2|\phi-\bar{\phi}|}/\sigma_\phi} d\phi,
\end{align*}
\]

since \( \rho_1 = \rho_2 = 1 \) due to the omnidirectionality. The expressions in (10B.23) were also given in [PMF98], however without a detailed derivation.

**Modal correlation:** The multimode antenna  Assuming that one multimode antenna is used, the separation distance will vanish (i.e. \( d = 0 \)) and the radiation patterns of antenna port 1 and 2, i.e. mode \( m \) and \( n \), are

\[
\begin{align*}
g_1(\phi) &= \cos(m\phi) \\
g_2(\phi) &= \cos(n\phi).
\end{align*}
\]

(10B.24)
Integrating (10B.24) into the expression for the envelope correlation coefficient
(10B.20) and (10B.21) gives

\[ \rho_e = \frac{\left( \int_{-\pi}^{\pi} \cos(m\phi) \cos(n\phi) e^{-\sqrt{2} \frac{|\phi - \bar{\phi}|}{\sigma_{\phi}}} d\phi \right)^2}{\int_{-\pi}^{\pi} \cos^2(m\phi)e^{-\sqrt{2} \frac{|\phi - \bar{\phi}|}{\sigma_{\phi}}} d\phi \int_{-\pi}^{\pi} \cos^2(n\phi)e^{-\sqrt{2} \frac{|\phi - \bar{\phi}|}{\sigma_{\phi}}} d\phi} \]

(10B.25)

Evaluation of the integrals gives

\[ \rho_e(m, n) = \frac{\kappa^2(m, n)}{\kappa(m, m)\kappa(n, n)}, \]

(10B.26)

where

\[ \kappa(m, n) = \frac{\sqrt{2}\sigma_{\phi} \cos(m - n)\bar{\phi}}{2 + \sigma_{\phi}^2(m - n)^2} + \frac{\sqrt{2}\sigma_{\phi} \cos(m + n)\bar{\phi}}{2 + \sigma_{\phi}^2(m + n)^2} - \sqrt{2}\sigma_{\phi} e^{-\frac{2\bar{\phi}}{\sigma_{\phi}}} \left( e^{\frac{\bar{\phi}}{\sigma_{\phi}}} + e^{-\frac{\bar{\phi}}{\sigma_{\phi}}} \right) \times \]

\[ \left[ \frac{(-1)^{m-n}}{2 + \sigma_{\phi}^2(m - n)^2} + \frac{(-1)^{m+n}}{2 + \sigma_{\phi}^2(m + n)^2} \right]. \]

(10B.27)
Chapter 11

Employing Switched Parasitic Antennas in MIMO systems

A novel technique for obtaining diversity in MIMO systems via electronically directing the radiation pattern of a Switched Parasitic Antenna (SPA), is studied. The correlation between the received signal modes are shown to be sufficiently low to yield a diversity gain. The capacity limit using the SPA is investigated for different SPA configurations and it is found that the capacity is comparable with an array antenna configuration in certain situations. Finally, a space time block coding scheme is used to evaluate the bit error rate of a MIMO-SPA system. It is found that the SPA requires a 5 dB higher SNR than an antenna array solution to achieve a BER=$10^{-2}$. However, the array antenna requires a radio transceiver for every antenna, as opposed to the SPA which uses only one transceiver.

11.1 Introduction

Recent information theory results have demonstrated an enormous capacity potential of wireless systems with multiple antennas at both transmitter and receiver, so called Multi-Input Multi-Output (MIMO) systems [FG98]. An unfortunate aspect of MIMO systems is the high cost of multiple radio transceivers at the access point and at the user terminal. Furthermore, it is expensive to calibrate and maintain antenna arrays with many antenna elements. Recently, Switched Parasitic Antennas (SPAs) have been subject to an increased interest in the literature, for improving capacity in indoor Local Area Networks LANs [AKT00], as a diversity antenna [SLTV99, Vau99] and for tracking of base-stations [PTS+98].
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In a sense, SPA offers characteristics similar to an array antenna with several fixed beams, but is more compact in size, and might be more suitable on certain mobile equipments. This chapter will examine the use of SPAs in MIMO systems, where the SPA is primarily used at the User Equipment (UE), in a realistic flat fading environment. It has been observed that when the fades of the MIMO receive channels are correlated, the channel capacity can be significantly smaller than when the fades are independent and identically distributed (i.i.d.) [SFGK00]. Hence, the capacity of the SPA in this type of scenarios is studied and compared to the capacity of a completely uncorrelated scenario. Furthermore, Space Time Block Coding (STBC) techniques are applied to examine how this correlation affects the BER of a SPA system.

11.2 Switched Parasitic Antennas

SPAs offering directional patterns dates back to the early work of Yagi and Uda in the 1930’s. For mobile communications, Vaughan [Vau99] gave some examples of this technology to provide angle diversity by employing two parasitics on a mobile phone handset. The concept is to use a single active antenna element, connected to a radio transceiver, in a structure with one or several passive antenna elements, operating near resonance. The passive elements are called Parasitic Elements (PEs) and act together with the active element to form an array, as in the well known Yagi-Uda array [Bal82]. To alter the radiation pattern, the termination impedances of the PEs are switchable, to change the current flowing in those elements. The PE become reflectors when shorted to the ground plane using pin diodes [STLO00] and when not shorted, the PE have little effect on the antenna characteristics. The receiver is always connected to the center antenna element so there are no switches in the RF direct signal path.

The parasitic antennas can be designed using monopoles on a ground plane [STLO00, Vau99] or as parasitic patch antennas [PTL+97]. Here, a monopole on the ground plane will be analyzed due to its omnidirectional properties. Examples of parasitic antennas are shown in Figure 11.1 for a 4-direction symmetry and in Figure 11.2 for a 3-direction symmetric antenna. The antenna in Figure 11.2 have an additional circle of parasitic elements that always are shorted to ground. The effect of this arrangement is an increased directivity as their length are shorter than the corresponding resonant length ($\approx \lambda/4$) and will lead the induced emf [Bal82].

The lengths and distances displayed in Figure 11.1 and 11.2 are not optimal in any way. The lengths can be adjusted to give the antenna certain
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Figure 11.1: A five element monopole SPA. The center element is active and connected to the transceiver. The four passive antenna elements can be switched in or out of resonance using appropriately biased pin diodes.

Figure 11.2: A seven element monopole SPA. The center element is active and connected to the transceiver. The three passive antenna elements closest to the active can be switched in or out of resonance using appropriately biased pin diodes. The three outermost monopoles are hardwired to ground.

characteristics, such as directivity and/or dual band tuning, as demonstrated in [STLO00], where a genetic algorithm approach was taken to optimize a six element switched beam antenna. If the parasitics are moved closer to the active element, the mutual coupling increases and the change in the radiation pattern when switching is greater. However, the antenna impedance changes also more dramatically, which makes the antenna matching difficult. Hence, a too large mutual coupling renders an inefficient antenna. The trade-off is thereby between compactness and high directivity on one hand, and antenna efficiency on the other.

The antennas in Figures 11.1 and 11.2 were simulated using High Frequency Structure Simulator (HFSS) from Agilent Technologies Inc., which is a 3D simulator using the finite element method to solve for the electromag-
Figure 11.3: Power radiation pattern of the five element monopole antenna shown in Figure 11.1 with three parasitics shorted (S) to ground and one open (O).

netic field. The software was used to calculate the far-field radiation pattern of the antenna for different settings of the switched parasitics. The monopole elements were cylindrical with an length to radius ratio \( l/r = 100 \) which have a first resonance at approximately \( 0.24 \lambda \) [Bal82]. The monopoles were assumed to be perfect conductors, which forces the electrical field to be normal to the surface. Furthermore, to shorten the simulation time, the ground plane was assumed to be of infinite extent. The chosen frequency was 2.15 GHz, suitable for the downlink in Universal Mobile Telephone System (UMTS) Frequency Division Duplex (FDD) mode. Hence, the wavelength is \( \lambda = 0.1395 \) meter.

The far-field power radiation pattern for three shorted parasitics and one open for parasitic antenna 11.1 is shown in Figure 11.3 and the corresponding plot for Figure 11.2 is shown in Figure 11.4 for two shorted and one open parasitic. The directivity of the two antennas are 9.9 dB and 10.0 dB respectively.

11.3 MIMO Channel Capacity and Diversity Gain

To achieve a high capacity in MIMO systems or a large diversity gain, the signals received by different settings of the parasitics, called the \( M \) modes,
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Figure 11.4: Power radiation pattern of the seven element monopole antenna shown in Figure 11.2 with two parasitics shorted (S) to ground and one open (O) plus three hardwired to ground (S).

must have low correlation (ideally zero). Hence, the correlation coefficient of the signal voltages received by two patterns are defined as [VA87]

$$\rho_{12} = \int_0^{2\pi} \int_0^\pi S(\theta, \phi) E_1(\theta, \phi) \cdot E_2^*(\theta, \phi) \sin \theta d\theta d\phi$$  \hspace{1cm} (11.1)$$

where the two far field patterns $E_1(\theta, \phi)$ and $E_2(\theta, \phi)$ are normalized as

$$\int_0^{2\pi} \int_0^\pi S(\theta, \phi) |E_i(\theta, \phi)|^2 \sin \theta d\theta d\phi = 1$$  \hspace{1cm} (11.2)$$

for $i = 1, 2$. Above, $S(\theta, \phi)$ is the pdf of the incident waves.

The correlation coefficients for the complex voltage patterns corresponding to the power radiation patterns in Figure 11.3 and 11.4 are calculated assuming the Clark scenario [Cla68] with pdf $S(\theta, \phi) = \delta(\theta - \pi/2)/(2\pi \sin \theta)$ to model a ring of dense sources on a horizon about the receiving antenna. Here, it is assumed that three (two) parasitics are always shorted, to get four (three) different directions with $90^\circ$ $(120^\circ)$ separation. This gives the correlation coefficient for adjacent patterns, or modes, for the parasitic antenna in Figure 11.3 as $|\rho_{i,i+1}|^2 = 0.1157$, and for opposite patterns $|\rho_{i,i+2}|^2 = 0.0120$. For the parasitic antenna in Figure 11.4, a value of $|\rho_{i,i+1}|^2 = 0.1002$ is obtained. The envelope correlation coefficients for the signals received from the modes are taken as $\rho_{eij} \approx |\rho_{ij}|^2$ [PS60]. A well known rule of thumb is
that “uncorrelated” signals in diversity branches corresponds to an envelope correlation lower than 0.7 [VA87]. Hence, the SPAs presented here would achieve a diversity gain in Clarke’s scenario.

### 11.3.1 Channel capacity

The MIMO channel capacity is calculated using the SPA at the Base Station (BS) and/or at the User Equipment (UE). Here, a single user system is considered that employs point to point communication over a flat-fading channel with \( N \) transmit modes (or array antenna elements) and \( M \) receive modes (or array antenna elements) and no co-channel interference. The channel output corresponding to an input block spanning \( T \) symbol times is

\[
Y = HX + V
\]

where the received signal \( Y \) is \( M \times T \), the fading channel \( H \) is \( M \times N \), the codeword matrix \( X \) is \( N \times T \) and the receiver noise \( V \) is a \( M \times T \) matrix. The entries of the noise matrix are i.i.d. Complex Gaussian with zero mean. It is also assumed that the channel is quasi-static, i.e. constant over the block of length \( T \) symbols.

With \( n \) parasitic elements, there are \( 2^n \) different modes, or settings of the switchable diodes. The transmit and receive modes of the parasitic antennas are chosen among these to minimize the envelope correlation. Here, it is assumed that the receiver switches through and samples the chosen modes during one symbol interval. This should be possible for many systems, since the switching time of a pin diode is only of the order of a few nanoseconds. The technique of oversampling the received signal is common in many communication systems, but here the oversampling is performed in both time and space, i.e. spatio-temporal oversampling. If the increased sampling rate (or bandwidth) poses a problem, a bandpass sampling strategy could also be employed. In this chapter, the potential in using the different radiation patterns of an SPA for diversity and capacity improvements are examined. However, further work is needed on the practical aspects of the antenna design as well as sampling strategies.

As the underlying concept here is angle diversity, a simple, yet detailed channel model that includes the spatial dimension is used. Since no polarization or time dependency is studied, a simpler version of the full model of Chapter 9, is used. A model similar to that used in the previous chapter will be used, where a circular disc of uniformly distributed scatterers is placed around the UE. Since the model is still based on fundamental physics, the correlations between the different antenna arrangements, which are of great
importance in this type of study, are physically motivated. Different channel scenarios can easily be obtained by varying the radius of the scattering disc as well as the location of the BS relative the disc, see also the previous chapter and [Sva00c].

The channel capacity of the following cases are investigated; BS antenna array-UE antenna array, BS antenna array-UE SPA, BS SPA-UE SPA. When the array is used, omnidirectional antenna elements are assumed with \( d_{BS} = 2\lambda \) spacing at the BS, and \( d_{UE} = 0.5\lambda \) spacing at the UE. Furthermore, it is assumed that the channel response is flat over frequency, an approximation valid if the communication bandwidth \( W \) is much less than the channel coherence bandwidth.

Shannon’s capacity formula for an \( N \) input, \( M \) output MIMO channel, assuming equal power radiated from each transmitting antenna and \( \mathbf{H} \) unknown at the transmitter can be written as

\[
C = \log_2 \det \left[ \mathbf{I}_M + \frac{\xi}{N} \mathbf{HH}^H \right]
\]  

(11.4)

where \( \xi/N \) is the signal to noise ratio (SNR) at each receive antenna. The matrix elements \( \mathbf{H}_{i,j} \) represents the complex path gain from transmitter \( j \) to receiver \( i \).

Using the channel model [PRR96, Sva00c], the path gain can be written as

\[
\mathbf{H}_{i,j} = \sum_{l=1}^{L} \alpha_l \exp \left\{ jk(r_{t_j \to s_l} + r_{s_l \to r_i}) \right\} g_{t_j}(\phi_{t_j}^R)g_{r_i}(\phi_{r_i}^R),
\]  

(11.5)

where the number of scatterers are \( L \) and \( \alpha_l \) is the complex Gaussian distributed reflection coefficient with zero mean and unit variance. Furthermore, \( r_{t_j \to s_l} \) and \( r_{s_l \to r_i} \), denotes the distance from UE antenna \( j \) to scatterer \( l \) and scatterer \( l \) to BS antenna \( i \) respectively. Note that the wave number is denoted \( k = 2\pi/\lambda \). Finally \( g_{t_j}(\phi_{t_j}^R) \) and \( g_{r_i}(\phi_{r_i}^R) \) are the complex voltage radiation patterns of the antennas. The channel matrix in (11.4) is normalized in the sense that \( \|\mathbf{H}\|_F = \sqrt{M} \), where \( F \) denotes the Frobenius norm.

As the channel matrix \( \mathbf{H} \) is a function of the random position and reflection coefficients of the scatterers, the capacity \( C \) in (11.4) is a random variable. With the SNR set to 4 dB, a Monte Carlo simulation with 4000 trials was performed to calculate the Complementary Cumulative Distribution Function (CCDF) for a scenario with \( L = 20 \) scatterers. The calculations are performed for an equal number of modes at transmit and receive \((N=M=4)\). The distance between the BS and UE is \( D = 50\lambda \). The CCDF of the capacity is shown in Figure 11.5 for the scattering disc radius \( R = 50\lambda \). The curves are compared to the channel matrix \( \mathbf{H} \) with \( i.i.d. \) elements with a
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Figure 11.5: The complementary cumulative distribution function of the MIMO channel capacity for the $N=M=4$ case. The SNR is 4 dB and the scattering disc radius is $50\lambda$. The parasitic antenna is shown in Figure 11.1.

complex Gaussian distribution. Using the array antenna at the UE results in a slightly higher capacity than the array-parasitic configuration, however at the expense of more hardware due to the use of four transceivers instead of one. If the SPA is used also at the BS, the capacity is further decreased, as the signals from the modes becomes correlated due to the small angular spread as seen at the BS.

The capacity at 10% outage is presented in Figures 11.6 and 11.7 for the two types of antenna configurations respectively. A large disc correspond to an indoor scenario, where both BS and UE are surrounded by scatterers. The other extreme, with a small scattering disc centered at the UE, as in an outdoor to indoor channel, results in a smaller capacity, due to the reduced angular spread, and hence, lower angle diversity gain. This can especially be seen in the case where the BS and the UE are both equipped with parasitic antennas. The capacity increases when the radius of the scattering disc exceeds the BS to UE distance, where full angular diversity also is possible at the BS.

At high bit rates, it might not be possible to switch through several modes during a symbol interval. Therefore, a system with only two modes was investigated. The parasitic antenna in Figure 11.1 was used, but only two modes with lowest signal correlation (opposite in direction) were exploited. The capacity at 10% outage is shown in Figure 11.8. Comparing Figure 11.6
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Figure 11.6: The channel capacity at 10% outage versus the radius of the scattering disc for the $N=M=4$ case. The parasitic antenna is shown in Figure 11.1. SNR=4 dB.

Figure 11.7: The channel capacity at 10% outage versus the radius of the scattering disc for the $N=M=3$ case. The parasitic antenna is shown in Figure 11.2.
and 11.8, it is observed that the overall capacity is lower, but the difference between the array and the SPA is slightly smaller at scattering disc radius around 10λ.

### 11.4 Evaluating BER Using STBC

In this section, Space Time Block Coding (STBC) [TJC99] will be used to exploit the available channel capacity discussed in the previous section. Here, it is assumed that the transmitter has no knowledge of the channel state information, and uses a very simple maximum likelihood detector based on linear processing at the receiver. The coding consists of mapping $P$ consecutive symbols $x_1, \ldots, x_P$ onto the transmission matrix $X$. The entries of $X$ are linear combinations of $x_1, \ldots, x_P$ and their conjugates. For example, with $N = 2$ transmit antennas the Alamouti’s scheme [Ala98] can be used

$$X = \begin{pmatrix} x_1 & -x_2^* \\ x_2 & x_1^* \end{pmatrix}.$$  \hfill (11.6)

Since $P$ time slots are used to transmit $P$ symbols, the rate of the code is one. For complex symbol constellations, rate one STBC only exists for
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Figure 11.9: BER using STBC with N=M=2 and N=M=4 modes. The scattering disc radius is 750\(\lambda\) and 15\(\lambda\). The BER curves a compared to the \(N = M = 1\) reference antenna.

\(N = 2\) [TJC99], however for real constellations there exists orthogonal, delay optimal rate one codes for \(N = 2, 4, 8\), as for example

\[
X = \begin{pmatrix}
  x_1 & -x_2 & -x_3 & -x_4 \\
  x_2 & x_1 & x_4 & -x_3 \\
  x_3 & -x_4 & x_1 & x_2 \\
  x_4 & x_3 & -x_2 & x_1 
\end{pmatrix}.
\]  

To study the performance in terms of BER using the SPA, the systems are simulated employing the STBCs (11.6) and (11.7), using the 4-direction SPA in Figure 11.3 and comparing the results with the array antenna solution. When the Alamouti’s STBC scheme is used, two opposite (180° separation direction) modes are used as the two receiving/transmitting modes for the SPA. The BER for these configurations is compared in Figure 11.9. Here, BPSK modulation is used in both cases, hence the bit rate 1 bit/s/Hz. It is observed that at the bit error rate of \(10^{-2}\), the 2-mode SPA gives 8 dB gain over the uncoded system with one antenna, and the 4-mode gives about 16 dB gain in SNR. The large and small scattering radius gives a difference in SNR gain less than 1 dB. The array-array configuration is about 5 dB better than the array-SPA configuration.
11.5 Conclusions

A MIMO system using a switched parasitic antenna has been analyzed, in terms of capacity and BER, assuming orthogonal space time block codes. The channel capacity was simulated using a spatial channel model. It was found that the SPA offered capacities close to those provided by an array antenna, in realistic MIMO scattering environments. Since the SPA only requires one receiver, it could be an attractive low cost solution to future user terminals using space time coding to increase data rates. The examples of SPA:s presented here are only for demonstrative purposes, the design of the SPA depends on the dimensions of the user equipment.
Chapter 12

Mutual Coupling Effects on the MIMO Capacity

A study of the capacity of multiple element antenna systems is presented, with particular emphasis on the effect that mutual coupling between the antenna elements has on the capacity. The results presented here shows, contrary to some earlier claims, that correlation between different channel coefficients as a function of antenna spacing, can in fact decrease when the mutual coupling effect is accounted for. As a consequence, capacity also improves. A realistic channel model is used to perform simulations to support these claims.

12.1 Introduction

The topic of Multi-Input Multi-Output (MIMO) communications systems have received considerable attention in recent years, and in particular the study of the capacity of such systems. Several authors have shown that the capacity gains resulting from the use of MultiElement Antenna (MEA) systems are potentially very significant [FG98, SFGK00]. A common assumption in the study of such systems is that the fading coefficients between different pairs of transmit-receive antennas are independent and identically distributed (i.i.d.). However, in practice the signals received by different antennas will be correlated which will reduce the capacity.

Measurement campaigns have been reported [KSMP00], that show a substantial capacity increase when using MEA systems, as long as elements are placed sufficiently far apart. Since the capacity of MEA systems is strongly dependent upon the number of transmit and receive elements available, it is
highly desirable to use as many antennas as possible. On the other hand, one typically has a limited amount of space/volume to distribute the antenna elements over. Unfortunately, closely spaced elements increase the correlation and thus decrease the capacity.

The effects on the correlation and thus also the capacity gain when using a MIMO system with a small inter-element antenna spacing will be investigated in this paper. Previously published studies in this area [Bur00, SFGK00] have ignored the fact that small inter-element antenna spacing will cause mutual coupling between elements. Mutual coupling is well known in the antenna community, but rather unknown in signal processing circles. In principle, the received voltage on each element will depend not only on the incident field, but also on the voltages on the other elements. This effect becomes significant at inter-element spacings of less than half a wavelength, and thus needs to be included in a correlation/capacity study when closely spaced elements are employed.

The general belief is that mutual coupling will deteriorate the channel, increase the correlation and reduce the achievable capacity. For instance, it was stated in [FG98] that since mutual coupling increases with reduced antenna spacing, it will also cause problems for achieving high capacity. In this paper, it is found that mutual coupling, actually can increase the channel capacity for scenarios with closely spaced antennas. It will be shown that for a typical realistic scattering model, mutual coupling can in fact have a decorrelating effect on the channel coefficients, and thereby also improve the capacity.

12.2 System Model

Consider a communication link with \( n_T \) transmit antennas and \( n_R \) receive antennas. Some important assumptions used throughout are:

- There is only a single user transmitting at any given time, so the received signal is corrupted by additive white Gaussian noise only.

- The communication is carried out in frames/packets of finite time-span, and the coherence-time of the channel is longer than the packet duration.

- The bandwidth of the transmitted signal is less than the coherence-bandwidth of the channel, i.e. the fading is frequency-flat.
The following discrete-time vector/matrix model for the relation between input signal $s_t$ and received signal $r_t$ can then be formulated as

$$r_t = Hs_t + v_t,$$  \hspace{1cm} (12.1)

where $r_t = [r_t^{(1)}, \ldots, r_t^{(n_R)T}]$ and $s_t = [s_t^{(1)}, \ldots, s_t^{(n_T)T}]$, $v_t$ is spatially and temporally additive white Gaussian noise (AWGN) with unit variance, and $t$ is a discrete-time index. The $n_R \times n_T$ channel matrix $H$ is made up of elements $h_{i,j}$ as follows

$$H = \begin{pmatrix}
    h_{1,1} & \cdots & h_{1,n_T} \\
    \vdots & \ddots & \vdots \\
    h_{n_R,1} & \cdots & h_{n_R,n_T}
\end{pmatrix},$$  \hspace{1cm} (12.2)

where $h_{i,j}$ denotes the channel coefficient between the $j$:th transmit antenna and the $i$:th receive element. In principle, any channel model that accurately includes the spatial dimension could be used to investigate the correlation properties of two spatially separated antennas. For an excellent overview, see [Ert98].

Here, the simple, yet detailed, channel model that has been used in several of the previous chapters will be employed. As previously, a circular disc of uniformly distributed scatterers is placed around the mobile. In Figure 12.1, a simple illustration of the scatter disc and the orientation of the mobile and base station is shown. Based on this model, the elements of the channel matrix in (12.2) are generated as follows. Assume there are $L$ scatterers $S_l$, $l = 1, \ldots, L$, uniformly distributed on a disc of radius $R$, centered around the mobile. The channel parameter $h_{i,j}$ connecting transmit element $j$ and receive element $i$ is thus

$$h_{i,j} = \sum_{l=1}^{L} \alpha_l \exp \left( -j \frac{2\pi}{\lambda} \cdot (D_{B_i \rightarrow S_l} + D_{S_l \rightarrow M_j}) \right)$$  \hspace{1cm} (12.3)
where $D_{B_i \rightarrow S_l}$ and $D_{S_l \rightarrow M_j}$ are the distances from base station antenna $i$ to scatterer $l$, and scatterer $l$ to mobile antenna $j$, respectively, as shown in Figure 12.1. Also, $\alpha_l$ is the scattering coefficient from scatterer $l$, and is modeled as a normal complex random variable, with zero mean and unit variance. The channel matrix is finally normalized such that $||H||_F^2 = n_T$. Thus, the increased antenna gain due to the use of multiple antennas is not included [Bur00].

12.3 Mutual Coupling

The principal function of an antenna is to convert an electromagnetic field into an induced voltage or current to be measured. However, the measured voltage at each antenna element will depend not only on the incident field, but also on the voltages on the other elements. Essentially, the received voltage on each element will induce a current on the element which in turn radiates a field which affects the surrounding element, i.e. the elements are said to be mutually coupled.

Mutual coupling is well known in the antenna community, since coupling between antenna elements is one of the most important properties to consider in antenna design. However, this phenomenon is is rarely accounted for or studied in the signal processing or communications literature. It is a simple matter to include the coupling effect in the model for the received voltage, by inserting a mutual coupling matrix, modifying (12.1) to 

$$ r_t = CHs_t + v_t. $$

(12.4)

It is then natural to include the coupling effects into the channel by combining the two terms into a new channel matrix $H'$. Note that (12.4) only includes coupling at the receiving antenna elements. In the scenario depicted in Figure 12.1, several closely spaced elements at the transmitter (mobile) will also experience mutual coupling. Thus, including this effect at both the transmitter and receiver, the expression for the channel becomes 

$$ H' = C_b HC_m, $$

(12.5)

where the coupling matrix at the base $C_b$ is $n_R \times n_R$ and the corresponding matrix at the mobile $C_m$ is $n_T \times n_T$. Using fundamental electromagnetics and circuit theory, the coupling matrix of an array antenna can be written as [GK83]

$$ C = (Z_A + Z_T)(Z + Z_T I)^{-1}, $$

(12.6)
where $Z_A$ is the antenna impedance, $Z_T$ is the impedance of the measurement equipment at each element, and $Z$ is the mutual impedance matrix. This expression can be used for any array antenna, but for many types of elements an analytical expression for the mutual impedance matrix and the antenna impedance is difficult to obtain. However, one noticeable exception is the case of dipoles, which will be used as antenna elements in the communications scenarios investigated here. A more detailed derivation of the received voltages of an array of thin finite dipoles where coupling is included can be found in [Sva99b]. See also, Chapter 2 for further details. In the following, the impedance of the measurement equipment $Z_T$ is chosen as the complex conjugate of the dipole impedance in order to reduce the power loss. The effect of the coupling on the correlation between paths $E[h_{1,1}, h_{1,2}]$ is shown in Figure 12.2 for different element spacings $d_m$ at the mobile. Interestingly, the correlation between these two channel coefficients decreases faster when coupling is included in the calculations. In fact, it is possible to cut the element separation in half due to the coupling at the 0.1 correlation level ($0.4\lambda$ to $0.2\lambda$). Thus, the coupling phenomenon actually decorrelates the signals by acting as an additional "channel". Interestingly, it was recently reported in [LSM00] that coupling can in fact decrease the Bit-Error-Rate performance on a Nakagami fading channel. In summary, the mutual coupling may, contrary to common belief, actually decrease the correlation level.

Figure 12.2: The effect of the coupling on the correlation between paths $E[h_{1,1}, h_{1,2}]$ versus different element spacings $d_m$ at the mobile. The base station separation is $d_b = 0.5\lambda$, and the scatter disc radius $R = 200\lambda$.
between channel coefficients and thereby also increase the channel capacity.

12.4 Channel Capacity

Considering a \((n_T, n_R)\) MEA system, with channel matrix \(H\), the channel capacity is given by the expression

\[
C = \log_2\left(\frac{\left| \mathbf{H} \mathbf{H}^* \right|}{n} \right) = \sum_{k=1}^{n} \log_2\left(1 + \rho \frac{\lambda_k}{n}\right),
\]

(12.7)

where \(H\) is the \(n_R \times n_T\) channel matrix, \(n = \min(n_T, n_R)\), and \(\lambda_k\) are the eigenvalues of \(\mathbf{H} \mathbf{H}^*\). Note that this expression assumes that the available transmit power \(\rho\) is uniformly allocated to the \(n_T\) transmit elements, which is the practical approach when the transmitter has no knowledge of the channel.

It is easily realized from this expression that a large capacity hinges on the presence of a rich scattering environment, being directly related to the rank of the channel matrix. Conversely, little or no scattering will result in a channel matrix of unit rank and thus low capacity.

In the event that there is coupling between the antenna elements of the mobile, the channel matrix should be modified to \(H_{cm} = \mathbf{HC}\), where \(C\) is given in (12.6). The capacity in this case thus becomes

\[
C = \log_2\left(\frac{\left| \mathbf{H}_{cm} \mathbf{H}_{cm}^* \right|}{n} \right).
\]

(12.8)

Likewise, modifications for the case of coupling at the base or both at base-and-mobile, are similarly straightforward, as discussed in Section 12.3. In what follows, the capacity is computed for a large number of channel realizations, each with a random location of scattering elements within the disc. Hence, the capacity becomes a random variable, and its Complementary Cumulative Distribution Function (CCDF) as well as the outage capacity, will be computed for different parameter settings.

A scenario where the mobile has \(n_T = 2\) antenna elements will be considered, where the elements are placed at broadside relative to the \(n_R = 4\) element base-array. Furthermore, the distance between the base and mobile is \(D = 300\lambda\). For each channel realization, a total of 100 scatterers are placed randomly and uniformly distributed on a disc of radius \(R = 200\lambda\), centered on the mobile. The mobile has a total power \(\rho = 10\), and 1000 channel realizations were generated for each value of \(d_m\) to compute the required statistics.
Figure 12.3: Capacity with and without coupling at mobile, for different values of mobile antenna separation, $d_m$.

Figure 12.3 shows the CCDF:s, both with and without mutual coupling between the mobile antenna elements, for two different values of mobile antenna separation, $d_m$. The separation between base-elements was held constant at $d_b = 0.5\lambda$. It also shows the capacity for the case of idealized i.i.d. channel coefficients [FG98]. If one ignores the effect of mutual coupling, it can be seen that one suffers a significant capacity loss by placing the mobile antennas closer together, i.e. from $d_m = 0.5\lambda$ to $d_m = 0.1\lambda$, as would be expected. The more interesting result is that when the coupling effect is accounted for, the difference in capacity is essentially identical for these two values of mobile antenna separation. In short, the advantage that is lost from the decreased antenna separation is more than compensated for when also the coupling between the same elements is taken into account. It should be mentioned that these observations hold true in the event that also the coupling between the base antenna elements, is included. Figure 12.4 shows the 10 % outage capacity $C_{0.1}$, i.e. there is a probability of 0.10 that the capacity is less than what is seen in the plot. First, notice how the capacity when coupling is included is higher for small separation distances, as compared to the no coupling case. For large separation distances, the strength of mutual coupling diminishes, and the capacities coincide. These results should be seen in conjunction with the correlation plot in Figure 12.2; The largest disparity between the two outage capacity curves occur at values of $d_m$ for which the corresponding correlation curves also have a large disparity.
Figure 12.4: 10 % Outage capacity as a function of antenna spacing in favor of the system which includes the coupling effect.

Other scenarios were also simulated to support the generality of the above conclusions to different propagation conditions. In summary, in the case of very localized scattering, the elements of the channel matrix will have a high degree of correlation regardless of whether coupling is included or not. Hence, there is little or nothing to be gained from an MEA system in terms of capacity improvements in such scenarios. For the other extreme, when the scattering environment is sufficiently rich to approach the i.i.d. assumption, coupling between antenna elements will clearly only degrade the performance. The results presented here have focused on more realistic scenarios that fall between these two extremes.

12.5 Conclusions

The capacity of multiple element antenna systems was studied, focusing on the effect of antenna spacing at the mobile terminal. In particular, the effect of mutual coupling between antenna elements was considered, and its effect on the correlation between channel coefficients and thereby on the capacity of such systems. Contrary to earlier claims regarding the effect of mutual coupling on capacity of MEA systems, results were presented that support the conclusion that coupling can in fact have a decorrelating effect on the channel coefficients and thereby also increase the capacity.
Conclusions and Future Work

The main results from the different chapters together with some general conclusions are presented in this chapter. Finally, some interesting future work is proposed in last section.

13.1 Conclusions

This thesis has studied several aspects of topics within the area of antennas and propagation from a signal processing perspective. However, theory and methods from electromagnetics and communications have also been used. This interdisciplinary character has been a major theme of the thesis, that has resulted in several novel studies of antennas as well as spatio-temporal signal processing channel models. It should also be mentioned that when trying to incorporate physical properties into signal processing schemes, new data models are often required. Hence, an important part of this thesis is physical modeling, where the theories of electromagnetics and wave propagation meet signal processing. On the other hand, the borderline between signal processing and communication theory has also been studied in this thesis. This is a very interesting research area with an intense activity in MIMO and STC communication systems, of which both were briefly considered in connection with different antenna solutions. This thesis has thus studied a few problems along these interesting borderlines, and in the following the main results and some general conclusions from these studies will be presented.

The first chapters considered direction finding in the presence of mutual coupling between the elements of an antenna array. The effects of mutual coupling were studied from a signal processing perspective by analyzing sig-
nal processing schemes for direction finding. Electromagnetic aspects were also included by deriving the necessary expressions for the received voltages at the antenna elements in the presence of mutual coupling. Using these expressions, the direction finding performance that is possible to achieve with coupling was analyzed, unlike previously published work that analyzed specific estimation methods. A lower bound for the variance of any unbiased estimator was calculated. It was found that if the coupling is known, the effects on direction finding are small. In fact, in some cases a small increase in performance results due to the coupling.

If the coupling is unknown, there will be a loss of performance. The effects of an unknown mutual coupling can, however, be mitigated by estimating the unknown coupling along with the DOAs. A reduced coupling model suitable for estimation was derived, and its uniqueness properties were analyzed.

A number of DOA estimation schemes were extended to the case of both known and unknown coupling. In particular, the Noise Subspace Fitting method was shown to be a computationally attractive solution, while providing high estimation performance. Furthermore, the potential gain of estimating the unknown mutual coupling was examined by generating data, calculated using the EM derivation of the coupling, and employing the proposed algorithms. It was found that the effects of an unknown mutual coupling were substantially reduced by estimating the coupling along with the DOAs.

The direction finding part of the thesis ended with an analysis of two novel antenna arrangements for high resolution direction finding, namely the multimode and the switched parasitic antenna. Here, it was found that it is possible to obtain high resolution without employing an array of physically separated elements. Instead, the higher order modes were used to provide different copies of the received signal, that can be used for direction finding. Alternatively, a set of different radiation patterns may be obtained by employing a switched parasitic antenna. By calculating the CRB for these types of antennas, it was shown that high-resolution direction finding is possible. Some DOA estimation methods were also extended to these antennas, indicating good performance. However, there are many other interesting possibilities in using these types of antennas, of which some will be outlined in Section 13.2.

A large part of the thesis was also devoted to channel modeling and diversity studies. In particular, a spatio-temporal channel model based on EM scattering and fundamental physics was presented. By studying the scattering properties of objects of simple shapes, such as spheres and cylinders, a simple function that captures the most important scattering properties was derived. A compact formulation was obtained by using a dyad notation and
concepts from rough surface scattering. Hence, a simple, yet detailed, channel model was obtained by employing results from EM wave propagation theory and elementary antenna theory. These results were then used to formulate SISO, SIMO, and MIMO channel models. Essentially, the extension from a single transmit antenna and single receive antenna to multiple antennas only required that several impulse responses or channel coefficients need to be evaluated. For each type of channel model, important channel characteristics were simulated and discussed. The polarization properties of the channel as well as those of the antennas are included in the model, thus allowing for studies of different antenna arrangements. This is one of the main benefits of the model, and several different types of antennas were analyzed in the following chapters. Another important property of the model is that it is possible to relate various effects in the impulse responses to physical entities, since the model is derived from fundamental electromagnetics and wave propagation. Several performance measures, that can be found in the literature, were calculated in order to find suitable values for the channel parameters. However, measurements would of course be of great value in this task. In the next section, a few suggestions of how measurements may be used to find reasonable parameter values are given.

The potential use of the multimode and the switched parasitic antennas in mobile communications was also examined using the above channel model. Here, the use of these antennas as diversity receivers in MIMO systems was investigated. It was found that the performance was comparable to that of an antenna array of reasonable element separation. In particular, the multimode microstrip antenna offers interesting ”paste on” features, while the switched parasitic provides a compact and cheap (only one RF-chain) solution. However, the studies presented here only considered some aspects of the use of these antennas. Some further possibilities and studies are suggested in the next section.

Finally, the mutual coupling issue was revisited from a slightly different point of view. In this study, the impact of coupling upon the channel capacity of a MIMO system consisting of closely spaced antenna elements, was examined. Surprisingly, it was found that mutual coupling actually can increase the capacity for certain channels. A plausible explanation for this effect is that the mutual coupling acts as an additional “channel” that may decrease the correlation by creating some additional multipath. In the light of the results from the DOA analysis in the presence of mutual coupling, it is not obvious that mutual coupling of necessity severely degrades systems and thereby should be avoided at all costs. However, further analysis is necessary and there will obviously be cases where coupling significantly does degrade the performance.
Although some results were obtained, there are still many open problems regarding the above issues that needs to be settled. It is the author’s belief that most of the above topics essentially only are touched upon, and there are many interesting and important problems that need to be addressed. Some of these are indicated in the next section.

13.2 Future Work

In this thesis, the effects of mutual coupling on DOA estimation were analyzed via theoretical calculation of the mutual impedance between dipoles. It would of course be interesting to extend this analysis to other elements, such as patch elements. Furthermore, only the case of an equidistantly spaced linear array, was analyzed. Other array geometries would of course be interesting to examine. In particular, planar arrays such as circular arrays should be examined, since these offer 2-D DOA estimation. Since these also are known to experience problems with mutual coupling, it is an interesting topic for future research. Obviously, measurements would be interesting to examine, in order to determine the potential performance gain by estimating an unknown coupling together with the DOAs. Another topic for future work is to study other models of the coupling that better describes the coupling properties.

Two different multimode antennas, the biconical and microstrip antenna, were analyzed in the thesis. These antennas were studied in a DOA estimation context, and also as diversity receivers in MIMO systems. However, many interesting possibilities and problems in exploiting multiple modes still exist. In principle, most antennas can support higher order modes. Hence, it is an interesting antenna design topic to find and evaluate other structures with perhaps better characteristics than the microstrip and biconical antenna. More work on the antenna design is needed to find suitable positions of the feeds, appropriate dimensions, and a matching network that minimizes the losses in the antenna. It is also important to note that in this thesis, only the potential of exploiting the individual modes were examined. Many other possibilities exists. For instance, a combination of spatial, polarization, and modal diversity is an interesting alternative that may offer very good performance. Furthermore, only the possibility of using the individual modes as diversity branches was studied. It is also possible to use several modes to form narrow beams. Here, there may be interesting connections to high-resolution direction finding schemes for traditional mechanically rotating narrow beam antennas, that may be exploited. Thus, there are many interesting possibilities of using higher order modes of antennas, both for
direction finding and in future high capacity MIMO systems.

There are also many exciting directions for parasitic antennas that can be explored. For instance, the concept is not limited to monopoles. An even better solution may be a switched parasitic patch antenna that may be very well suited for deployment at the mobile. Furthermore, many other options of how these different radiation patterns can be used need to be explored. More work is also needed in designing the oversampling in space and time. This may prove especially critical for high data rates, where instead a selection scheme could be explored for MIMO systems and STC applications.

Another topic that may be studied is joint optimization of both the receiver, antenna, signal processing, and communication schemes. For example, simulating the full system of receiver network, antenna, channel, and receiver algorithms is useful in optimizing the overall performance of systems. With the rapid development of software in the electromagnetic and applied electronics area, this may not be unrealistic. Even if it should prove intractable to simulate the full system, it should be possible to analyze signal processing properties of different antenna arrangements via electromagnetic computation tools. This is something that most likely will benefit both the signal processing schemes and the antenna design process. An example of an interesting problem that could be analyzed is the relation between the communication quality and the radiation of mobile phones into human tissue. By an appropriate design of the antenna radiation pattern, the communication quality may increase while reducing the microwave exposure. In this type of study, models of both the antenna, head and channel may be used.

A large part of the thesis was spent on physical channel modeling. However, further work is needed in both validation and determining suitable parameter values. Here, measurements is an important tool. As previously mentioned, some measurements were performed shortly before writing this thesis. Some preliminary results of how measurements may be used to develop the channel model will therefore be given in this section. On the other hand, ray-tracing is also an interesting possibility of obtaining data that can be used to derive suitable parameter values. In this case, the surrounding environment is under complete control. Hence, it is possible to relate effects to physical entities in a more direct manner than using measurements that contains more uncertainty.

In the presented simulation results, the direct wave was neglected. However, for systems with LOS conditions, the direct wave will obviously affect the result. The normalized impulse response of an indoor measurement with LOS in an corridor, is shown in Figure 13.1. Also shown is an impulse response collected in NLOS conditions from an adjacent room. These measurements were collected at the office of Telia Research in Malmö, Sweden.
Figure 13.1: Wideband impulse responses from a typical office environment.

The measurements were conducted at a carrier frequency of 3.1GHz and a bandwidth of 200MHz. This equipment has also been used to collect synthetic MIMO measurements [Str01]. Since the aim of this section is only to indicate how measurements can be used to improve the model, the description of the system is brief. For details regarding the measurement equipment, see [Bör00].

Returning to Figure 13.1, it is obvious that the direct wave in the corridor needs to be included. Also, it is necessary to determine suitable values for the attenuation of the waves over distance to accurately model the decay of the impulse response. The geometrical distribution of the scatterers must also be determined to obtain an appropriate length of the impulse response in the obstructed scenario of the room. Another important implication of the location of the scatterers is the time evolution of the channel. In Figure 13.2, the impulse responses over a distance of four wavelengths is shown. These data were collected when moving along a corridor at the Telia office. Here, it is clear that the number of significant peaks (or filter taps) are changing as the location is changed. Hence, a suitable distribution for the scatterers needs to be determined. In particular, a good performance measure for fitting parameter distributions to the measured data is needed.

In most practical measurements, it has been observed that multipath components generally arrive in clusters. Considering the underlying physics, where the scatterers have a spatial extent and there are multiple small reflec-
13.2. FUTURE WORK

Figure 13.2: The evolution of the impulse response over distance (along a corridor).

Figure 13.3: The narrowband correlation coefficient versus separation distance (along a corridor).
CHAPTER 13. CONCLUSIONS AND FUTURE WORK

Figure 13.4: The magnitude of a single narrowband channel coefficient versus separation distance (along a corridor). The channel capacity of a $4 \times 4$ MIMO system for the same corridor is also shown.

...tion points that contribute to the total signal, this seems reasonable. This clustering affects, for instance, the correlation between signals received by spatially separated antennas. Hence, these clusters should also be incorporated into the model. Here, some of the work on clusters of scatterers proposed in [BJ98, FMB98] could be useful. An example of the narrowband correlation between two signals received by spatially separated antennas is shown in Figure 13.3 versus separation distance. Here, the correlation decays with distance as it should. However, the decay is of oscillating character. By an appropriate positioning of the scatterers and clustering, this should be possible to model.

Furthermore, the rapid variation of the MIMO channel should be studied in more detail. In Figure 13.4, the variation of the magnitude of one channel coefficient of a $4 \times 4$ MIMO system is shown together with the total calculated channel capacity of the system. Here, it is found that although the individual coefficient experiences severe fading dips, the overall capacity appears much more stable. How this best is exploited in STC schemes and the relationship to different antenna solutions is also an interesting topic for future research. For instance, can the multiple polarization available through an electromagnetic vector sensor [NP97] be exploited here?
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