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ABSTRACT

Pulse Position Hopped (PPH) CDMA is a new
promising multiple access technique which is very well
suited for short range multipath communications, and
has several bene�ts, such as coherent reception, low
transmit power and it is near-far robust. In this paper
we analyze the error-correcting capability of a system
employing PPH-CDMA.

INTRODUCTION

The current emphasis on constant-envelope spread-
spectrum modulations has caused engineers to ignore
one design which has considerable potential, namely
Pulse Position Hopping (PPH). This modulation, also
known as Impulse Radio Multiple Access (IRMA)
and as Ultra-Wide Bandwidth (UWB) transmission,
is proposed in [2], [3], and [4]. PPH transmission
has several bene�ts, such as coherent reception, low
transmit power and it is near-far robust.
In [2] the basics of the technology for generation of the
narrow pulses of duration less than 1 ns and the very
low spectral density, is thoroughly described. The
study of the capacity of a binary pulse position mod-
ulation (PPM) IRMA system [4] shows that, it can
reach an order of several thousands of active users per
cell. In [5] an experimental design is described and
measurements of the multipath channel is presented.
We will study a slightly di�erent modulation method
in comparison to [4], namely binary on-o� modula-
tion. In this paper, we present the results of an
information-theoretical analysis of a PPH code divi-
sion multiple access (CDMA) system and will present
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a lower bound the overall e�ective capacity of the
system in the downlink and the uplink directions, an
extended analysis can be found in [1].
The remaining part of this paper is organized as fol-
lows, in Section 2 the system model is described, in
Section 3 and Section 4 the e�ective capacity of the
uplink and downlink system is estimated and in Sec-
tion 5 conclusions and future work is discussed.

SYSTEM MODEL

The PPH-CDMA system is based on on-o� modula-
tion. For the transmission of the binary sequence v0,
v1, . . . , vn, . . . ; vn ∈ {0, 1} this modulation uses the
sequence of impulses

sn(t) = vn · h(t− τn), (1)

where τ0 < τ1 < · · · < τn < . . . are time instances for
the transmission of the nth bit. We consider signaling
by rectangular pulses of duration ∆

h(t) =
{

Ar, −∆
2 ≤ t ≤ ∆

2
0, otherwise

(2)

and by Gaussian pulses of duration ∆

h(t) = Age
− t2

4γ∆2 , −∞ < t < ∞, (3)

where Ar and Ag are the amplitudes of the trans-
mitted signals and γ is a parameter. Since the
pulse energy is E =

∫∞
−∞ h2(t)dt, Ar =

√
E/∆ and

Ag =
√

E
4
√

2γπ∆2
. On reasons, which will be clear later,

we choose γ = 1
9π . We note that in the case of rect-

angular pulses, all of the pulse energy is concentrated
in the interval (−∆/2, ∆/2) and in the case of Gaus-
sian pulses this interval contains more than 99% of
the energy.
We consider a PPH-CDMA system with K active
users, using di�erent scenarios in the uplink and
downlink transmission, respectively. Note that the
total number of users that simultaneously commu-
nicate over the channel is essentially larger than K.



For voice communication a commonly used assump-
tion is that the voice activity factor is 40%, i.e., only
40% of the users are active in each moment [7]. In
this paper we suppose that the users uses an error
correcting block code. Let R(k) be the transmission
rate (in bits/s) of the kth user, k = 1, 2, . . . , K,

and let R =
∑K

k=1 R(k) be the overall transmission
rate. We consider the case when all users transmits
with the same rate, i.e., R(k) = R(1), k = 2, 3, . . . ,

K, and R = KR(1). Let u(k) = u
(k)
0 , u

(k)
1 , . . . , u

(k)
L−1;

u
(k)
l ∈ {0, 1}, be the block of information of the kth

user and let v(k) = v
(k)
0 , v

(k)
1 , . . . , v

(k)
N−1; v

(k)
n ∈ {0, 1},

be the corresponding code block, then the code rate
is r = L/N . Assuming that each user transmits
code symbols with the rate 1/T (symbols/s) we get
R(1) = r/T .

Uplink transmission

Consider �rst an uplink transmission with K active
users, K � 1. Suppose that the transmission time is
divided in frames of duration T , T � ∆ and that the

kth user, k = 1, 2, . . . , K, transmits its nth bit v
(k)
n

of the code sequence v(k) = v
(k)
0 , v

(k)
1 , . . . , v

(k)
n , . . . ;

v
(k)
n ∈ {0, 1} in the time frame nT < t < (n + 1)T .
The chips in the nth frame are transmitted with on-
o� modulation according to

s(k)
n (t) = v(k)

n h(t− nT − τ (k)
n ). (4)

The periodical spreading sequence de�nes for each

of the K users the the time instance, τ
(k)
n , of the

transmission of the nth pulse within the nth frame,

0 < τ
(k)
n < T . We will suppose that for each n, the

values τ
(k)
n , k=1, 2, . . . , K, can be modeled as in-

dependent identically distributed (IID) random vari-
ables uniformly distributed on the interval (0, T ), i.e.,
the di�erent users code symbols are not synchronized.
The received signal is

r(t) =
∞∑

n=0

K∑
k=1

v(k)
n h(t− nT − τ (k)

n − δ(k)
n ), (5)

where δ
(k)
n is the time-o�set of the signal from the kth

user, δ
(k)
n includes propagation delay, asynchronism

etc. In our model we suppose that the energy of the
additive white Gaussian noise (AWGN) in the pulse
interval is much less than E, such that we can neglect
the presence of AWGN. We also suppose that there is
a perfect power control, i.e., all pulses have the same
energy, independent from the user.

In the presence of synchronization errors ε
(k)
n , the out-

put of the kth demodulator is a sequence of decision

statistics

r(k)
n =

∫ ∞

−∞
r(t)h(t − nT − τ (k)

n − δ(k)
n − ε(k)

n )dt, (6)

n = 0, 1, . . . ,

k = 1, 2, . . . , K.

We suppose that ε
(k)
n is uniformly distributed on the

interval (−ζ/2, ζ/2) if the pulses are rectangular and
is zero-mean Gaussian distributed with variance ζ2,
when the pulses are Gaussian shaped. If the receiver
uses hard decision decoding then it makes a decision

with respect to v
(k)
n

v̂(k)
n =

{
1, if r

(k)
n ≥ g,

0, otherwise,
(7)

where g is a threshold. In the Section 3 we will con-
sider the e�ective capacity of the uplink PPH-CDMA
system using soft decision decoding.

Downlink transmission

Now consider the downlink transmission. Let
v(1), v(2), . . . ,v(K) be the code sequences from the
di�erent users on the input of the transmitter of
the base station and it uses the following majority-
decision on-o� modulation

sn(t) = ṽnh(t− nα) (8)

where

ṽn =




1, if
∑K

k=1 v
(k)
n > K/2,

0, if
∑K

k=1 v
(k)
n < K/2,

1, with prob. 1/2 if
∑K

k=1 v
(k)
n = K/2,

0, with prob. 1/2 if
∑K

k=1 v
(k)
n = K/2,

(9)

and α is the time interval between neighboring pulses,
i.e., the di�erent users code symbols are synchronized.
The single user downlink transmission rate is R(1) =
r/α, where r is the code rate of each user, and as for
the uplink transmission the overall transmission rate
is R = KR(1). The output of the demodulator of the
kth receiver is a sequence of decision statistics

r(k)
n =

∫ ∞

−∞
r(t)h(t − nα− δ(k)

n − ε(k)
n )dt, (10)

n = 0, 1, . . . ,

k = 1, 2, . . . , K.

where δ
(k)
n is the propagation delay and ε

(k)
n is the

synchronization error distributed analogously to the
uplink case. In Section 4 we consider the e�ective
capacity of the downlink PPH-CDMA system.



EFFECTIVE CAPACITY OF THE UPLINK

PPH-CDMA SYSTEM

The most interesting performance of the CDMA sys-
tem is the e�ective capacity, C̃up, measured in bits
transmitted per second. The de�nition of the the ef-
fective capacity almost coincide with the de�nition
of the Shannon capacity of the channel, except that
it determines a maximal achievable rate of reliable
communication over the channel, conditioned that the
communication system, including the coding method,
is �xed. In our case this is the maximal achievable
rate for reliable communication for the CDMA up-
link communication strategy described above. In this
paper we estimate the most interesting bound, the
lower bound for C̃up. (The upper bound on C̃up

does not guarantee an nonexistence of the strategies
in the uplink communication which has a larger ef-
fective capacity than this upper bound.) The lower
bound depends on the e�ective signal-to-noise ratio
(SNR) per time unit, ηup, which will be de�ned later.
To estimate the capacity of the uplink CDMA sys-
tem we �rst calculate the mathematical expectation

of the statistic r
(k)
n (6). Supposing that v

(k)
n are IID

equiprobable binary random variables we get for the
case of perfect synchronization

E
[
r(k)
n |v(k)

n

]
=

∞∫
−∞

v(k)
n h2(t− nT − τ (k)

n − δ(k)
n )dt

+
∑
k′ 6=k

E
[
r(k,k′)
n

]
, (11)

where r
(k,k′)
n is the contribution from the k′th, k′ 6= k,

user to the output of the kth demodulator. Here the

averaging is over v
(k′)
n , τ

(k)
n , τ

(k′)
n , and δ

(k)
n and we

neglect the interference from pulses transmitted in
neighboring frames. The �rst term in the right hand
side of (11) is equal to E when a one is transmitted
and 0 when a zero is transmitted. Assuming that the
propagation delay for di�erent users is approximately

the same, i.e., δ
(k)
n ≈ δ

(k′)
n

1, T � ∆, and that τ
(k)
n

are IID random variables, uniformly distributed on
(0, T ), we get that the mathematical expectation of

r
(k,k′)
n is equal to

E
[
r(k,k′)
n

]
≈

{ E∆
2T ,√
2E∆
3T ,

(12)

for rectangular and Gaussian pulses, respectively.
From (12) follows that the mathematical expectation

1This assumption only simpli�es the analysis. In principle,

the distribution/di�erence of δ
(k)
n can be taken into account,

but it will not essentially change the �nal estimate.

of the decision statistics r
(k)
n is

µ0
def
= E

[
r(k)
n | v(k)

n = 0
]
≈

{
(K−1)E∆

2T
(K−1)E∆

√
2

3T

(13)

for rectangular and Gaussian pulses, respectively, or

µ1
def
= E

[
r(k)
n | v(k)

n = 1
]
≈

{
E + (K−1)E∆

2T

E + (K−1)E∆
√

2
3T

(14)

for rectangular and Gaussian pulses, respectively, and

µ =
µ1 − µ0

2
=

E

2
. (15)

The second moment of the random variable r
(k,k′)
n is

E
[
| r(k,k′)

n |2
]
≈

{
E2∆
3T ,

E2∆
3T ,

(16)

for rectangular and Gaussian pulses, respectively.
From (12) and (16) it follows that the variance of

the statistics r
(k)
n is

σ2 def
= var

[
r(k)
n

]
≈

{
∆E2(K−1)

3T ,
∆E2(K−1)

3T ,
(17)

for rectangular and Gaussian pulses, respectively.
Now we de�ne the e�ective SNR per time unit ηup

on the input of the decision device of the uplink re-
ceiver as

ηup
def
=

1
T

µ2

2σ2
=

{
3

8∆(K−1) ,
3

8∆(K−1) ,
(18)

for rectangular and Gaussian pulses, respectively.
Equation (18) explains our choice of the parameter
γ in (3). We choose γ such that the e�ective SNR is
the same for rectangular and Gaussian pulses with the
same pulse duration ∆. We de�ne the overall e�ective
capacity, C̃up for the uplink communication as the

sum of the e�ective capacities, C̃
(k)
up , k=1,2, . . . ,K,

of the individual users, i.e., C̃up =
∑K

k=1 C̃
(k)
up . C̃

(k)
up

is de�ned as the maximal achievable transmission rate
in the uplink direction for the kth user, measured in
bits per second.

Theorem 1 The overall e�ective capacity of the up-
link communication system is lower-bounded by the
inequality

C̃up >
ηupK

ln2

=

{
3K

8∆(K−1)ln2 ≈ 3
8∆ln2 ,

3K
8∆(K−1)ln2 ≈ 3

8∆ln2 ,
(19)

for rectangular and Gaussian pulses, respectively. 2



Theorem 1 is proved by computing a random coding
bound on the bit error probability [1],[6].
We recall that for direct sequence CDMA the overall
system capacity can be estimated as C̃ ≈ W

ln2 , where
W is the bandwidth. Since ∆ ∼ 1

W , we can see that
for PPH-CDMA the e�ective capacity is also propor-
tional to W .
For the case when there is a synchronization error,

i.e., the statistics r
(k)
n are de�ned by (6), the �rst and

second moments of the other-user interference r
(k,k′)
n

will still be de�ned by, (12) and (16) respectively,

whereas the average attenuation, θ
(k)
n , of the contri-

bution to the information signal v
(k)
n , due to imperfect

synchronization in the decision statistics is

θ(k)
n =




∫ ζ/2

−ζ/2
1
ζ

(
1− |ε(k)

n |
∆

)
dε

(k)
n∫∞

−∞
1√
2πζ2

e−
9πε

(k)
n

8∆2 e
− ε

(k)
n
2ζ2 dε

(k)
n

=

{
1− ζ

4∆ , for rectangular pulses,
1q

1+ 9πζ2

4∆2

, for Gaussian pulses. (20)

Consequently the SNR and the e�ective capacity de-

creases with a factor
(
θ
(k)
n

)2

.

EFFECTIVE CAPACITY OF THE

DOWNLINK PPH-CDMA SYSTEM

Since the users are not synchronized, the uplink
transmission in a CDMA system can be modeled as
asynchronous transmission. On the other hand, the
downlink transmission can be organized in a syn-
chronous manner. The corresponding transmission
strategy was described in Section 2.2. Let us esti-

mate the statistical properties of the variables r
(k)
n

(10), on the output of the kth demodulator of the
synchronous downlink transmission system. The con-

ditional mathematical expectation of r
(k)
n given v

(k)
n

is

E
[
rn | v(k)

n

]
= E

[∫ ∞

−∞
ṽnh2(t− nα− δ(k)

n − ε(k)
n )dt | v(k)

n

]

+
∑
n6=n′

E[rn,n′ ], (21)

where δ
(k)
n is the propagation delay, ε

(k)
n is the syn-

chronization error, rn,n′ is the contribution from the
n′th, n′ 6= n, pulses, and the averaging is over vn′ ,

δ
(k)
n and δ

(k)
n′ . The �rst term in (21) is equal to the

pulse energy, E, multiplied by

E
[
ṽn | v(k)

n = 1
]

=




1
2

(
K−1
K/2

) (
1
2

)K−1 +
K/2−1∑
k′=0

(
K−1

k′
) (

1
2

)K−1
,

(K−1)/2∑
k′=0

(
K−1

k′
) (

1
2

)K−1
,

(22)

when K is even or odd, respectively, or

E
[
ṽn | v(k)

n = 0
]

=




1
2

(
K−1
K/2

) (
1
2

)K−1 +
K/2−2∑
k′=0

(
K−1

k′
) (

1
2

)K−1
,

(K−3)/2∑
k′=0

(
K−1

k′
) (

1
2

)K−1
,

(23)

when K is even or odd, respectively. Assuming per-

fect synchronization and that the delay, δ
(k)
n , is not

changed during the reception, we get

E[rn,n′ ]

=
E

2
·




1− |n−n′|α
∆ , 1 ≤| n− n′ |≤ ν,

0, otherwise,

e−
9πα2(n−n′)2

8∆2 ,

(24)

for rectangular and Gaussian pulses, respectively, and

ν
def
= b∆/αc, where b·c means integer part, and the

second moment is

E
[| rn,n′ |2

]

=
E2

2




(
1− |n−n′|α

∆

)2

, 1 ≤| n− n′ |≤= ν,

0, otherwise,

e−
9πα2(n−n′)2

4∆2 ,

(25)

for rectangular and Gaussian pulses, respectively.
To simplify further calculations for the rectangular
pulses, we consider the case when ∆/α is an integer.
De�ning µ0 and µ1 analogously to the uplink system,
we get

µ1 − µ0 =

{
E · ( K−1

K/2−1

) (
1
2

)K−1
, K even,

E · ( K−1
(K−1)/2

) (
1
2

)K−1
, K odd.

(26)

If K is large, then using Stirling's formula we get

µ1 − µ0 ≈ E ·
√

2
πK . Using (24), and (25) the fact

that ṽn are IID equiprobable binary random variables
we get,

σ2 = var
[
r(k)
n

]

≤



E2

4

(
1 + 2∆

3α

)
,

E2

4

(
1 + 4∆

3α Q

(√
9πα2

2∆2

))
,

(27)



for rectangular and Gaussian pulses, respectively, and
Q(x) is de�ned by

Q(x) =
1√
2π

∫ ∞

x

e−
t2
2 dt. (28)

The e�ective SNR per time unit, c.f. (18), is

ηdown
def
=

1
α

µ2

2σ2

=




1

πK(α+ 2
3∆) ,

1

πK

0
@α+ 4

3∆Q

(√
9πα2

2∆2

)1
A

, (29)

for rectangular and Gaussian pulses, respectively.

When α/∆ is small Q

(√
9πα2

2∆2

)
≈ Q(0) = 1/2,

ηdown becomes the same for rectangular and Gaus-
sian pulses. Analogously to the uplink, we de�ne the
e�ective capacity C̃down as the maximum achievable
transmission rate in the downlink direction and we
get the following theorem.

Theorem 2 The overall e�ective capacity of the
downlink communication system is lower bounded by
the inequality

C̃down >
ηdownK

ln2

=




1

π(α+ 2
3 ∆)ln2

,

1

π

0
@α+ 4

3 ∆Q

(√
9πα2

2∆2

)1
Aln2

, (30)

for rectangular and Gaussian pulses, respectively. 2

The proof of Theorem 2 is analogous to the proof of
Theorem 1.
For both rectangular and Gaussian pulses the e�ec-
tive capacity of the downlink transmission, C̃down,
is equal to the e�ective capacity of the uplink, C̃up,
when α = 8−2π

3π ∆ ≈ 0.18∆. Letting α go to zero the
synchronous downlink system outperforms the asyn-
chronous uplink system with up to a factor of 4

π . The
degradation of the e�ective capacity due to imperfect
synchronization is the same as for the uplink system,
i.e., the average attenuation is given by (20).

TRANSMISSION AND RECEPTION �

NUMERICAL EVALUATION

We investigate the transmission in the PPH-CDMA
system using, in both links, concatenated coding with
an inner �rst order Reed-Muller code and an outer
rate ro=1/2 convolutional code. The encoder struc-
ture is described in Figure 1. In the uplink the users

transmits their code symbols, v
(k)
n , according to (4)

u(k)

ro = 1/2 ri = n/2n v(k)

Figure 1: Encoder structure

and in the downlink the base station transmits ac-
cording to the previously described majority coding
rule (9). The decoding is performed in two steps. In
the �rst step length 2n blocks, of the received sym-
bols are correlated with all possible inner code words,
using the fast Hadamard transform (FHT) [7]. In
the second step the outer convolutional decoder is fed
with the soft output blocks of the FHT, of length n,
and performs a Viterbi decoding producing the esti-
mated information symbols.
Simulations indicate that using the rate ro = 1/2,
memory m = 6, (155,117) convolutional code con-
catenated with the rate ri = 8/256 �rst order Reed-
Muller code in the uplink, will give a bit error rate
below 10−4. In the downlink with α = 0.18∆ we used
the rate ro = 1/2, memory m = 8, (753,561) convo-
lutional code, as outer code and the rate ri = 5/32
�rst order Reed-Muller code as inner code and we got
also a bit error rate below 10−4.

CONCLUSIONS AND FUTURE

RESEARCH

The purpose of this paper was to investigate the error-
correcting capability of a new CDMA scheme, PPH-
CDMA. Although the technical aspects of this new
method needs additional investigation, it is no doubt
that PPH-CDMA is a serious candidate as a princi-
ple of multiple access communication. It seems that
the downlink and the uplink in a PPH-CDMA system
should be organized according to di�erent scenarios,
synchronous manner in the downlink direction and
asynchronous manner in the uplink direction. The
coding aspects of the PPH-CDMA communication
needs additional investigation.
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